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Abstract—This paper introduces Ultra-Fine Grain Vdd-Hopping Vdd-Hopping Vdd-Dithering
(FINE-VH), an extension of Dynamic Voltage-Frequency Scaling P vdd. vdd vdd. vdd
(DVFS) for energy efficient Multi-Processor SoCs (MPSoCs). vad, vad, 208 vad, vad, 2
The proposed technique leverages the working principle of Vdd- /
1
1
7/

O

Hopping applied at ultra-fine granularity, i.e., within the core, by
means of a layout-assisted, level-shifter free, dynamic dual-vVdd ,
control strategy where leakage currents are minimized through o
an optimal timing-driven poly-bias assignment procedure. =" Ideal-DVFS
A dedicated back-end flow implementing FINE-VH has been e /
devised such to guarantee design convergence with minimum = ="
area/delay overhead; such a tool is centered for an industrial f f f
Fully-Depleted SOI (FDSOI) CMOS technology at 28nm. (a) ok (b) ok
Simulation results, conducted on an open-source RISC-V core
(the RI5SCY core) belonging to an MPSoC platform (the PULP
platform), demonstrate FINE-VH allows substantial power sav- . .
ings w.rt. coarse-grain ideal-DVFS (best-case 32.6%, averageDespite the many advantages, a practical use of DVFS deals
22.9%) and state-of-the-art Vdd-Hopping (best-case 60.1%ver- with the availability of high-resolution Vdd regulators, a

age 42.5%) and Vdd-Dithering (best-case 38.3%, average 26.9% design option made impractical due to high implementation
costs of on-chip DC/DC converters [4]. Hence, the challenge
faced by previous works: achieve, or at least get close to,
|. INTRODUCTION the efficiency of high-resolution DVFS (ideal-DVFS hereajt
éjsing a discrete set of supply voltages.

,,
/2N

” |deal-DVFS

Fig. 1. Frequency-Power tradeoff of existing DVFS stragegi

The “power-wall” CMOS technology hit when entered th
deep sub-micron scale has been recognized as the nfy§iong the available options, Vdd-Hopping [6] and Vdd-
limiting factor for the growth of digital System-on-ChipsDPithering [7] are the most representative. Differently rfro
(SoCs) [1]. With the introduction of the multi-core/manyideal-DVFS (dashed line in Figure 1), in a Vdd-Hopping
core paradigm, new design strategies were introduced to ké&heme (Figure 1-a) the whole supply voltage range is split
the Moore’s law alive; Dynamic Voltage Frequency Scalin§to & discrete set of intervals (three in the plots of Figlye
(DVFS) is one of them. once the target frequency.{x) is chosen at the application
DVFS is based on the simple, yet efficient principle ohgvel, the proper_Vdd is_fed to the core, i.e., _the .Vdd at the
lowering the supply voltagel{dd) to the minimum threshold 1ight edge of the interval in whicl.;;; falls (Vdd; in Figure 1-
that satisfies the frequency constrairft;{) required by the a). Within each _mterval, the Vd_d is kep'F constant and the
actual workload. Originally applied to “monolithic” SoCg][ Power consumptions decrease linearly wjthy. When fe;;

the degree of freedom made available by multi-processgioSses a new interval, power scales accordingly with the ne
architectures enabled a more efficient core-based, i.ee; fiydd. Obviously, the power consumption obtained with Vdd-
grained, DVFS implementation [3]. The activity of each corEloPPing drifts from ideal-DVFS ag.;. approaches the left
is not strictly correlated to that of parallel neighbors @ath Side of each interval.

of them can be set working at a different operating poirih order to overcome this limitation, Vdd-Dithering (Figut-

in the [fqx, Vdd] space. This allows to track the minimum-b) implements a Vdd time-sharing scheme. Differently from
energy point without scarifying the overall throughput. Atvdd-Hopping, the Vdd switches from low to high, i.e., from
example of a heavy-parallel computational platform usintpe left edge to the right edge of the reference interVald
fine-grain DVFS is given in [4], where 167 processors am@nd Vdd, in the example of Figure 1-b), leading the core to
orchestrated over a wide frequency range achieving minimwan average frequency which is proportional to the “switghin
power consumptions. Also, the dynamic nature of DVF&tio” (ratio between the time spent at low Vdddd;, and
makes it a perfect knob to compensate and/or mitigate, lgh Vdd, Vdd,); the average frequency is centered Hy.
run-time, variations due to Process, Voltage and Temperatuising the right switching ratio. Apart from some overhead
(PVT) fluctuations [5]. introduced by the non-ideality of Vdd regulators, experritagd



results in [7] have shown physical implementations of Vdd-
dithering well fit the trend line depicted in Figure 1-b.

3x3 tiles

each tile is fed with:
VDDH

While the aforementioned techniques aim at pushing power Voo
consumption close to ideal-DVFS, this work goes beyond i|

such a theoretical limit. More specifically, it gives a pieat il vbeH vk
proof that applying the Vdd-Hopping principle at a ultrasfin ! l

granularity, i.e., within-the-core, is a viable solutianachieve i i :_°|
power consumptions below ideal-DVFS. -

This is not trivial nor even straightforward, especially emh .—.-.—.-.—.J I VDD-MUX
the goal is to devise a computer-aided design methodology — VD
and not a handcrafted design. Working with multiple volage

within the same functional block raises several concernisigu

the place&route stages, e.g., area overhead and timingrelos M {voowx] | 10 1l | [voomux] {11
due to layout fragmentation and standard cell displacement | |[[ffvoomox] 1 ] [] [] [] [veomux |1
Moreover, static power consumptions increase due to leakag | |[[[{veo-mux] [ ]| 11l | [voo-muxfil]
currents of logic gates driven by parts of the circuit powlere [ fvoo-mux] [ | 1] [_][voo-mux oo
at different Vdd. Considering a simple chain of two invester ([} voo-mux] [ |! | ] [voo-mux{]]]
when the driven inverter is supplied at nominal Vdd, its [ fvoo-mux] I 11T [veomux[ Y]
static power increases up to 5.2x if the driver is powered at | |[[{{vee-mux] [ 11| | [voo-mux]f1]
90%Vdd, 22.1x at 80%Vdd. Notice that the use of voltage- | |LHj{vee-Mux] | o — R
level shifters is strictly forbidden at this level of graatity, [ fveo-mox] [ ]I ][ ][veo-muxf1]
as it would imply huge design overheads. As an answer to | |[Hvee-ex] [ 1] T | [voo-mux |1
these needs, we propose a fully-integrated design flow that Q

guarantees timing/power convergence through incremegtal
synthesis stages. In particular, an optimal poly-biaggassent
strategy is used to reduce intra-domain leakage power at z&he options proposed in the recent literature are tvow-
area/delay penalties. based andtile-based.

It is worth emphasizing that the contribution of this work i, 1oy pased strategies the atomic element is a single tayou
not on the'ultra-flne grain multi-Vdd concept itself, a!rg'adrow_ In [10], authors describe a timing-driven clustering-p
presented IN Some previous work for PVT compensatlon_[%edure where timing critical rows are assigned to high Vvdd,
Instead, we introduce a design strategy (FINE-VH) thatd®in 5, the remaining rows to low Vdd. A customized placement
the Vdd-Hopping principle a ultra-fine granularity. _algorithm groups critical cells on adjacent rows such that
The core used as benchmark is tRE&CY, a RISC-V in- |gakage currents at the row interfaces are minimized. The ma
struction set architecture embedded in the ultra-low powghitation is that Vdd assignment is done at design time, i.e
multi-processor platformPULP [9]. The RISCY core has gaiically. Within the same category, [11] introduces a Tow

been mapped onto a cutting-edge Fully-Depleted SOI (FDSQlseq scheme for ultra-fine grain body-biasing. Diffesentl
technology at 28nm. We provide a design space exploratiggy, 110], the layout is partitioned into equally sized bbas
which quantifies different figures of merit, like power, as#&l ot 1\ys Such a structure is more flexible as it enables dyoami

delay, at different granularity, i.e., using a layout pitied 1,4y hiasing scheduling for post-silicon PV compensation
into 9, 25 and 49 tiles. As will be shown later in the ex-

perimental section, FINE-VH gives substantial power sgsin In tile-based strategies, the atomic element consists edalar
W.It. state-of-the-art DVES solutions section of the layout. The most representative example is

given in [8] where a PV-aware adaptive dual-Vdd strategy
Il. PREVIOUSWORKS ONULTRA-FINE GRAIN SCHEMES  is applied on a DES core partitioned into 42 square tiles.

Most of the power-management techniques originally app”eSlllcon measurement; demonstrate power savings are dimite
at the architectural level underwent a development pratess {0 12% (w.r.t. monolithic DVFS) due to static power overhead
brought them to work at a finer granularity: Multi-vVdd, Body-nduced by intra-tile leakage currents. The same filethase
Biasing and Power-Gating are just a few examples. All gFchitecture is adopted in [12], yet with a different goabign
them exploit a natural characteristic of digital circutisat is, & high Vdd to those tiles containing standard cells whose
large portions of the die are taken by non-critical compasmerf!€ctrical behavior requires a minimum operating voltage
over which low-power knobs can effectively operate withod? @dmin) larger than the majority of the other cells. This
incurring performance penalties. However, working at arfiné/lows fault-free, low power operation even if the circut i
granularity is not a free lunch as strict rules imposed Hyewered at VdetVddy,n.

semi-custom row-based layouts might prevent the physidal all these works, the idea of an ultra-fine grain dual-vVdd
implementation; this does impose a limit to the geometricabntrol strategy that can push DVFS beyond the theoretical
size of the minimum grain at which the knobs can operatémit has not been explored yet.

Fig. 2. Layout partitioning and tile organization.



I1l. DESIGN& OPTIMIZATION vddL Vs=Vel yvddH
A. Layout Organization and Physical Design Vg=vddL llleak“e"P'VGS'Vth'
The proposed FINE-VH strategy resorts to a tile-based struc
tured layout, abstract view given in Figure 2. The core is oM
regularly partitioned into NxN square tile&’€3 in Figure 2),
each of them provided with dual-vdd, i.e., low-vVdd (VddL)
and high-vdd (VddH), taken from around-the-core power-
rings. The two power supply voltages are provided by externa
DC/DC converters and their value is fixed at the application Vtn Vtn
level depending on the target frequency (referring to the End
example of Figure 1, VddL¥dd,; and VddH3/dd,). Upper-
metal horizontal/vertical stripes run over the core aremfog ) L
five power-grids: VddH, VddL, Gnd, Vbn (n-bias), Vbp (p-B- Poly-Bias optimization
bias). Notice that this scheme is compatible with adaptive a FINE-VH design, static power consumption may increase
back-biasing strategies (out of the scope of this work). due to larger leakage currents in the “interface-cellg’, cells
The layout rows are tied to the power-grids through p-typdriven by signals coming from other tiles. When an interface-
header power switches enclosed into dedicated cellsydde cell is fed with an input signal having a voltage lower than it
MUX cells. The power-management unit is in charge &fdd, its internal pull-up network is partially turned-ON din
driving those Vdd-MUXes by loading the Vdd configurationeakage currents increase. This scenario is depicted imé&@)
bit-stream into a dedicated flip-flop chain. The Vdd-MUXehis over-consumption effect can be mitigated increasieg t
are uniformly distributed within each tile following a row-p-MOS threshold voltagél{;) of the interface-cells; the latter
based insertion scheme [13]. The power-grids are alignéd wis typically done either through gate length modulation][14
the Vdd-MUX columns, hence, VddL and VddH area easilgr using high¥;, transistors [15]. The FDSOI CMOS pro-
brought to the Vdd-MUX cells using vertical vias. cess, target of this work, is provided with Mult}y, libraries
Tiles are isolated each other by a void-space wrapper thuttained through the former technique, i.e., gate lengtdumo
creates discontinuity in the lower-metal power rails. Thatlation, also callecpoly-biasing (PB). For each logic gate, four
mandatory as adjacent tiles might have a different Vdd. Thifferent versions are available: PBO (the standgyg), PB4,
wrapper width is defined by the minimum metal-to-mete?B10 and PB16 (the highe§t,,).
distance for the technology in use.

PB/

Fig. 3. Intra-tile leakage and its reduction via poly-biegsi

It is worth noticing that the layout partitioning follows a yinput /:*‘3 -l
“no-look” style; once the grain size is defined through the netlist //D.:*'/.=*3*
parameterV, the tile partitioning is done at the floorplanning

stage without considering how and where the sub-functional PBO PBO PBO
blocks of the core will be placed. On the one hand this might interface cells w | *Z **l. %
result into functional blocks split across multiple til&n the netlist Ml Zat:
other hand, it allows commercial place&route tools digesti *timing back-annotation lpéo

the ultra-fine granularity so as to achie{i¢ a regular power PBO

planning and(ii) faster timing closure. PBO __ PB16 PB10
From a practical viewpoint, the FINE-VH flow encompasses ¢ Poly bias N
six different stages, each of them implemented through ded- optimization '/; - T
icated TCL commands fully integrated into a commercial | PBO

design platform bySynopsys®. PB10

1. Synthesis logic synthesis using technology libraries char- PBO PB16 PB10
acterized at the maximum Vdd, i.e., 1.0V for our technology. output A [T **4_}/
2. Floorplanning: estimation of the core area and creation of ) netlist //D L =Aeme

an empty layout; the latter is then automatically partiéidn Tpéo

into NxN regular tiles using placement blockages. PB10

3. PG-Synthesis power-grids are synthesized following a
regular mesh over the partitioned layout.

4. Placement the Vdd-MUXes are placed at the boundarieSince the Vdd assignment process is done at run-time, f®rese
of the tiles while standard cells are placed within the tdes ing those cells affected by intra-tile leakage is not felasit
that timing constraints are satisfied. the same time, a conservative approach where all the interfa
5. Post-Placement leakage opta re-synthesis stage perform-cells are swapped to highy, would imply excessive delay
ing optimal poly-bias assignment for those cells at therfatee overhead. As a compromise we introduce a timing-driven
of the tiles (additional details in the next subsection). post-placement optimal poly-bias assignment which works
6. Routing: a standard timing-driven routing for logic signalsas illustrated in Figure 4. Starting from a placed netlist of

Fig. 4. PB assignment through local re-synthesis



standardVy, cells, i.e., PBO, the interface-cells are first iden-Algorithm 1: Voltage Assignment Procedure
tified (a) and then virtually isolated in a separated netligh Input: VddL, VddH, fuy

back-annotated delay information (b). Using the optimarat  Qutput: Vdd assignment

engine embedded into the physical synthesizer, the timing-set vddL([All _tiles]);

driven multi-PB assignment is run (c). The returned netlist ce|| List + Cells € tiles@VddL with slack< 0
has the minimum leakage configuration, i.e., the largesbfset; while |Cell_List| > 0 do

high-V3, cells, that satisfies the delay constraints. Finally, the | cell_List + sort(Cell List, slack, increasing);
resulting PB assignment is annotated into the main netjst ( 5 Critical_Tile « tile hosting Cell List[0];

IV. SIMULATION RESULTS 6 | setVddH(Critical Tile);
A. The RI5CY Benchmark 7 Cell_List < Cells € tiles@VddL with slack< 0

We applied the proposed FINE-VH flow on the RI5SCY core? end

an open-source RISC-V instruction set architecture [1@Jdus

in the low-power parallel-processing platform PULP [9].eTh

core consists of the following units: prefetch buffer, mstion  from the LUT. Notice that:;=1 if the driver cell is placed in

decoder, a 31x32 bit register file, integer ALU, single-eycla tile having the same Vdd of the logic cell under analysis.

32x32 i_nteger multiplier, a control statu_s register, haadsv Regarding the second issue, we implemented a simple, yet

loop unit, debug unit, load and store unit. Figure 5 shows gective Vdd-assignment heuristic. The pseudo-codeviergi

layout of the die after tile partitioning. in Algorithm 1. All the tiles are initially assigned to VddL
e (line 1) and those cells having a negative slack are stored in

a dedicated list (line 2). The same list is then sorted in serm

of timing criticality (line 4). The tile hosting the most ting

critical cell is assigned to VddH (line 5, 6). The loop itest

till the cell list is empty (line 3).

C. Experimental Set-Up

Static Timing and Power analysis are performed with the STA
tool by Synopsys (PrimeTime). We used technology libraries
provided by the silicon vendor; those libraries are avaddibr
Vdd ranging from 0.60V - 1.00V (step of 50mV) and worst-
case corner (SS and 125). The four DVFS schemes used
for the comparison have been set as follows.

B. FINE-VH Simulation/Emulation Ideal-DVFS - for each Vdd, the maximum frequency is
Commercial CAD tools lack static-analysis engines that catracted and set as working frequency. The Vdd ranges from
process level-shifter-free multi-vVdd designs. Moreowince 0.6V up to 1.0V with a step of 25mV, for those Vdd not
FINE-VH does apply at run-time, the Vdd-selection policyvailable in the library set, we used a cross-library sgalin
implemented by the power-unit needs to be emulated at desifgature embedded into the STA tool.

time. Vdd-Hopping - the Vdd range, from 0.6V to 1.0V, is split into
For what concerns the first point, the key issue is to estimadinite set of intervals having a fixed widthV dd=200mV;,

the intra-tile leakage power avoiding heavy SPICE simaoieti the resulting Vdd values are therefore 0.60V, 0.80V, 1.00V.
of the whole core. We opted for a static strategy that us&§e Vdd is chosen depending on the target frequency (please
off-line characterizations. For each logic gate we contpie refer to Figure 1).

derating table containing the leakage power derating fades  Vdd-Dithering - same Vdd ranges/intervals of the Vdd-
all possible input patterns and all possible VddL/VddH agie  Hopping scheme, but power consumption is a liner interpo-
configurations. As for standard timing libraries, the LUTs a lation of points obtained through ideal-DVFS (please reger
obtained under different operating conditions. Havingstho Figure 1).

LUTs, the static power of a single cell is estimated using tHidNE-VH - the technique proposed in this work. As for the

Fig. 5. A 49 tile RISCY layout after standard-cell placement.

same model implemented into commercial tools: previous schemes, the Vdd ranges from 0.6V to 1.0V; two
on AV dd options are explored, i.e., 200mV (Vdd range split into

Ploak = Z P Lk 1) 2 intervals) and 100mV (Vdd range sp_l|t into 4 mtervals_). .
i—1 For all the cases, the average power is extracted considerin

wheren is the number of Tnput pinsk; is the input pattern realistic switching activities of the primary inputs, j.an-
probability, L; is the nominal static power extracted fromrmotating static probabilities and toggle rates obtainedubh
standard timing libraries, andl; is a derating factor picked functional simulations.



TABLE |

PHYSICAL CHARACTERISTICS OF THERISCY wITH FINE-VH

[ # Tiles [ 1 ] 9 [ 25 [ 49 ; .
i . Vdd-Dithering

Core Area pm 40797 | 42252 (+3.6%) | 43589 (+6.8%)| 44722 (+9.6%) o
# Rows 168 | 171 (+1.8%) | 174 (3.6%) | 176 (+4.8%) 2 4f [+ FINE-VH 1

Cell Area um? | 30565 | 30823 (+0.8%)| 30108 (-1.5%) | 30689 (+0.4%) o
Delay@1.0Vns | 3.77 3.83 (+1.6%) 3.67 (-2.7%) 3.88 (+2.9%) ? 3l |

Interface Cells 0.0% 27.4% 39.0% 45.5% %
TABLE I g 2 .

POLY-BIAS DISTRIBUTION ACROSS THE INTERFACECELLS =

F 4 ldeal-DVFS

%% Vdd-Hopping

Avg savings vs ldeal-DVFS: 22.9%

#Tles | 1 [ 9 25 49 1 Avg savings vs Vdd-Hopping: 42.5% |
Avg savings vs Vdd-Dithering: 26.8%
PBO | 100% | 12.99% | 15.12% | 14.60% ol i i : ‘ ‘ : ;
PB4 0% | 079% | 5.29% | 2.71% 10 12 1.4 16 1.8 20 22 24 26
PBI10 | 0% | 15.00% | 12.66% | 9.25% Normalized Frequency
PB16 0% 71.23% | 66.73% | 71.45% Fig. 6. Comparison of four DVFS techniques: i) ideal-DVFS, Vidd-
Hopping, iii) Vdd-Dithering, iv) FINE-VH (49 tilesAVdd = 200mV).
D. Results ‘ ‘ ‘ ‘ ‘ ‘
65%|- 0.60V-0.80V 0.80V-1.00V
Tables | and Il collect some key figure of the RISCY core gqol
after FINE-VH is applied at different levels of granularity 55%}
(#Tiles=1 implies no FINE-VH). Both the core area anc 322?’
the number of layout rows increase with granularity du -£ 400/‘; |
to wrapper insertion around the tiles. Such a void space & 35%|

used for de-cap cells insertion and intensive routing. Tt § 30%
most interesting note is that the active cell area and t & 22%F
nominal delay@1.0V (i.e., delay on the longest path whe 150l
all the tiles are supplied at 1.0V) keep almost constants Th  10%}
proves the convergence of the design flow, even at 49 tile 5% : : ‘ :
Notice some negative number is the result of the heurist ° 14 16 18 2.0
nature of the optimization loops embedded into commerci Normalized Frequency
tools. As one can observe, the percentage of interface céils 7. Power savings of the proposed FINE-VH (49 til&s/dd = 200mV)
increases with the number of tiles, and so do the intra-tifdih respect to ideal-DVFS and Vdd-Hopping.

interconnections. However, as will be shown later in the,tex

the intra-tile leakage overhead is controlled using th@psed as they are close to ideal-DVFS). When considering a direct
poly-biasing optimization. Concerning th&, distribution, the comparison to Vdd-Hopping, larger savings are achieved at
PB assignment strategy makes extensive use of cells at fibvger operating frequencies (left side of each Vdd intégval
highestV;, (PB16), more than 70% of the interface cells fowhere a finer granularity allows to supply more portions of
both the 9 and the 49 tiles configurations. This highlights hothe layout at the low voltage. Vdd-Hopping, instead, forces
the leakage optimization engine embedded into commerciaé core running at a Vdd that is quite far from the optimal
tools well fits FINE-VH purposes. one.

Figure 6 shows the power vs. frequency tradeoff curves fBigure 8 shows the percentage of layout supplied at low Vdd
a 49-tile FINE-VH configuration and the three state-of-thavhen FINE-VH is applied at different granularity, i.e., % 2
art DVFS schemes. Numbers are normalized w.r.t. an ideahd 49 tiles. From the plot it is clear that 49 tiles give thetbe
DVFS implementation (dashed line in the plot) supplied &avings. The most critical functional blocks are the aréhm
minimum Vdd.As expected, Vdd-Hopping and Vdd-Ditheringinits, for which at least one tile is always supplied at higtdy

do approximate the behavior of ideal-DVFS, even though in both the two voltage intervals, i.e., [0.6 - 0.8]V and [0.8

a different way. Within each Vdd interval the Vdd-Hoppingl.0]V, working at higher frequencies decreases the amaunt o
gets worse at lower frequencies, while Vdd-Dithering alsvaysilicon area powered at low Vdd. For instance, with 9 tiled an
runs close to ideal-DVFS. f=1.75, the number of tiles at low Vdd falls to zero. This is
FINE-VH outperforms the competitors. Average power reduclue to the fact that tiles are physically pretty large, heiatle
tions of 42.5% and 26.8% are obtained with respect to Vddf them contain at least one timing critical logic path. lhet
Hopping and Vdd-Dithering respectively. Moreover, FINEY words, the grain size is not small enough to isolate thecatiti
goes quite below ideal-DVFS achieving an average powgortion of the circuit. The problem is progressively mitigg
reduction of 22.9%. The power savings for each operatirg the granularity gets finer; the percentage of area at lasv vVd
point are detailed through Figure 7; they range from 16.7% twows to 3.8% and 10.4% at 25 and 49 tiles respectively. Those
32.6% w.r.t. ideal-DVFS and from 16.7% to 60.1% w.r.t. Vddresults confirm once again the rule of thumb “the finer, the
Hopping (the plot does not show savings w.r.t. Vdd-Dithgrinbetter”. However, there might be some exception. For ircgtan

4 |deal-DVFS

*—x Vdd-Hopping]

1.0 1.2

22 24 26



o 49

v 9 ¢ 25
0.60V-0.80V 0.80V-1.00V
100%- 1

90%}
80%
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60%|
50%f
40%
30%
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10%}
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1.0 1.2

Area Ratio
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14 16 18 20 22

Normalized Frequency

2.6

Fig. 8. Percentage of standard cell area @VddL for diffenembber of tiles.

Power Savings w.r.t. ideal-DVFS

0.60V-0.70V 0.70V-0.80V - 0.80V-0.90V 0.90V-1.00V
50%| * //: SO 1
152&7 S AsR 0 SRR ¢ x5S A A
1% « x & AN\ ]
0%} o 1
-5%} 4
-10% E
-15%¢t g
-20%t g
-25%¢t R
-30%} g
-35% ¢ R
-40%} .
.48% L i
-50% 0.60V-0.80V ‘ 0.80V-1.00V_ i
10 12 14 16 18 20 22 24 26
Normalized Frequency
=—& Dual-Vdd 200mv w/o PB & 4 Dual-vdd 100mV w/o PB
49— Dual-vdd 200mv w/ PB Dual-vdd 100mV w/ PB

let's consider 9 and 25 tiles; both of them get almost the same

power savings (48.7% and 52.2% on average), hence, usinggs? 9.

Power savings with respect to ideal-DVFS before aftdr &B

tiles is better as it shows less design overheads. This Boenaptimization forAVdd = 200mV andAVdd = 100mV (49 tiles).

may appear depending on the type of circuit, the topological

structure of the netlist and the timing-path distributiomthis

context, the proposed cad flow enables a fast exploration &

the design space which may help designers to weight savin
against overheads. A final remarks on Figure 8 concerns t

o] K

non monotonicity of the curves; this is mainly due to the3]

heuristic nature of the Vdd selection routine which mighit fa

to find the global optimum assignment.

Figure 9 finally shows the power savings (w.r.t. ideaI-DVFS)[4]

achieved using the proposed PB optimization. As part of
parametric analysis, we run simulations for two values o
AVdd, i.e., 200mV and 100mV. The first option (also used in

B

the previous plots) is a good compromise between area/cdét
of DC/DC converters and noise margins; 100mV represents

a more aggressive solution that might help to achieve bett

power results at the cost of more complex DC/DC converters.
At AV dd=200mV, do not using poly-biasing would nullify [8] A. Muramatsuet al., “12% power reduction by within-functional-block

all the benefits of FINE-VH (negative savings); PB assign-
(9]

ment helps recovering this overhead as cells at Righ (7)
substantially reduce the intra-tile leakage g@id are intrin-

sically less leaky. AWV dd = 100mV, the contribution of the 1

intra-tile leakage to the total power is smaller. Nevertks|

the PB optimization allows to double the power efficiency,

moving the average savings from 12.3% to 25.4%, still at zerg!

performance overhead.

V. CONCLUSIONS ANDFINAL REMARKS

Ultra-Fine Grain Vdd-Hopping improves the efficiency o

(12]

¥13]

DVFS schemes in MPSoCs. A fully automated layout-assisted

flow with incremental re-synthesis for Poly-Biasing was im4
plemented which enables ultra-fine granularity at minimum
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