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Abstract

Registration for outdoor systems for Augmented Reality (AR)
cannot rely on the methods developed for indoor use (e.g., mag-
netic tracking, fiducial markers). Although GPS and the earth’s
magnetic field can be used to obtain a rough estimate of posi-
tion and orientation, the precision of this registration method is not
high enough for satisfying AR overlay. Computer vision methods
can help to improve the registration precision by tracking visual
clues whose real world positions are known. We have developed a
system that can exploit horizon silhouettes for improving the ori-
entation precision of a camera which is aligned with the user’s
view. It has been shown that this approach is able to provide regis-
tration even as a stand-alone system, although the usual limitations
of computer vision prohibit to use it under unfavorable conditions.
This paper describes the approach of registration by using horizon
silhouettes. Based on the known observer location (from GPS),
the 360 degree silhouette is computed from a digital elevation map
database. Registration is achieved, when the extracted visual hori-
zon silhouette segment is matched onto this predicted silhouette.
Significant features (mountain peaks) are cues which provide hy-
potheses for the match. Several criteria are tested to find the best
matching hypothesis. The system is implemented on a PC under
Windows NT. Results are shown in this paper.

1. Introduction and context

1.1. Augmented Reality

In recent years, augmented reality (AR) has gained sig-
nificant attention [2] due to rapid progress in several key
areas (wearable computing, virtual reality, rendering hard-
ware) [7]. By bridging the gap between virtual reality and
the real world, it occupies a central position in the reality-
virtuality continuum [18] by exploiting technologies and
methods developed in the virtual reality domain. Although
often associated with visualization (starting with the first
head-mounted display by Sutherland [31]), augmentation
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can also occur in the aural domain [3] [9] [21]. AR tech-
nology provides means of intuitive information presenta-
tion for enhancing the situational awareness and percep-
tion by exploiting the natural and familiar human interac-
tion modalities with the environment. Examples of utiliz-
ing these familiar modalities are augmenting paper draw-
ings [16], a desk environment [25], and pen and notebook
[32].

There is a wide field for possible applications of AR sys-
tems:Virtual prototyping, as employed in architecture [39]
and interior design [1], is a natural candidate for mixing
virtual prototypes with the real world. AR methods in the
factory environment can be applied for training [26], for an-
alyzing [20], and for enhancing [19] the manufacturing pro-
cesses. For tele-presence tasks, AR can provide means for
human-robot interaction [17], e.g. for mining [23], nuclear
reactor inspection [10] or remote dam inspection [11]. Med-
ical AR can provide means of advanced visualization as for
ophthalmic treatment [5], spine surgery [6], ultrasound data
[27], MRI and CT [13] visualization and overlay onto the
patient’s body [35]).

In outdoor scenarios, AR can provide an aid for naviga-
tion in an urban setting [12]. We are developing a system
that can enhance the situational awareness of users operat-
ing in hazardous outdoor conditions, as fire fighters or dis-
mounted soldiers. Information can be overlaid into the field
of view of the user by a see-through head-mounted display.

1.2. Registration for AR

An outdoor system can utilize GPS information for ob-
taining user location. Orientation can be obtained by a dig-
ital magnetic compass. Useful are also inclinometers which
provide roll and tilt angle information. However, the preci-
sion of these devices is less than would be required for true
visual merging of rendered world and real world percep-
tion. Therefore, many AR systems employ computer vision
technology for achieving the required high registration pre-
cision, (e.g., [15]). The approach in most cases is to detect
visual features which have a known position, and recover
camera orientation and position through a matching or pose
recovery process. Such methods have been developed for
autonomous robotics systems (e.g. [33]).



In indoor scenarios, these methods can utilize artificial
markers affixed to objects or placed in the environment [8]
[29]. In the case of an outdoor scenario, the lack of fiducial
markers requires the utilization of visual features provided
by natural [24] or man-made objects, such as buildings or
characteristic terrain features. We have begun to investigate
using terrain horizon silhouettes for visual registration of
an AR system. Digital terrain elevation maps provide the
neccessary data based for the feature matching process.

1.3. Silhouettes as visual clues

There has been research effort in utilizing visual silhou-
ettes for reconstruction of curved object shapes [38] and
simultaneous motion estimation [14]. In an outdoor sce-
nario, silhouettes occur at man-made structures (buildings)
and from the natural terrain shape.

Natural horizon silhouettes are the visual boundaries bet-
ween the terrain and the sky. In a well-structured terrain,
they provide clues for human visual orientation and naviga-
tion. Although not necessarily unique, they can be used to
determine position and orientation of the observer (solving
the so-called “drop-off problem” [34]), if the area is con-
fined to a given region. Stein [28] demonstrated this using
digital elevation maps to match visual and predicted horizon
silhouettes by structural indexing.

This paper describes an outdoor registration approach
which is being developed by the Rockwell Science Center.
It is intended to improve the registration precision in an out-
door scenario by using visual terrain horizon silhouettes as
cues for determining the camera orientation [4], if the ob-
server position is known (e.g., from GPS). The silhouette in
the video image is extracted by a standard computer vision
edge detection technique (Sobel operator). This approach
requires the presence of well-structured terrain within the
field of view of the camera. The approach is based on
matching the location of mountain peaks with data from
digital elevation maps and does not require camera calibra-
tion.

2. About digital terrain maps

Digital elevation maps provide terrain elevation data in a
grid pattern of points. From the elevation data, the view of
the terrain from any point can be rendered. Visual features
can be predicted similarly as this is done by CAD models,
and these features can then be matched with features ex-
tracted from real video images.

Digital elevation maps are available in various resolu-
tions and file formats. The most common file formats are
denominated as Digital Elevation Model (DEM) maps and
Digital Terrain Elevation Data (DTED) maps. DEM data
are available from US Geological Survey (USGS) [37];
DTED maps are available from the National Imagery and
Mapping Agency (NIMA) [22].

2.1. Data format

The elevation data in digital elevation maps are aligned
in profile lines. DEM maps, which have been used in the de-
scribed work, are available in two formats: 1 degree and 7.5
minute maps. Details about the file formats are published
by USGS [36].
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Figure 1. Structure of 1 degree map.

The 1 degree format covers elevation data in a region
with an extension of 1-deg by 1-deg. The elevation data
sample points are aligned to the geographic coordinate sys-
tem along the latitude� and longitude axes in a 3 arc sec
raster (see Fig. 1).

In order to compute a horizon silhouette from any point
within the map, the location of each data point has to be
converted into a cartesian coordinate system with the cur-
rent viewpoint as the origin. After linearizing the mapping
equations around this pointP ( p; �p), the transformation
of a pointP1(� ;��) is approximately given by:

�xp � re� p(cos �p ��� sin�p) (1)

�yp � re
�
�� + (� )2(sin�p +�� cos�p)=4

�
(2)

with:

� =  �  p

�� = �� �p

re = 6; 370; 997m (radius of earth)

Depending on the latitude�, the grid can be assumed
to be cartesian, if only a small vicinity aroundP is to be
considered. In general, the grid distance of the data points
depends on the latitude�:

�y = 92:66m

�x = �y cos�

The smaller 7.5 minute maps cover a higher density grid
which is a cartesian coordinate system in UTM coordinates
The grid spacing here is a constant 30 m.



2.2. Natural horizon silhouette

A silhouette contour in a terrain is formed by those ter-
rain points which have a surface normal vector perpendic-
ular to the viewing vector (seen from the observation point
P0 – Figure 2).
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Figure 2. Normal vectors ~n and viewing vec-
tors ~v.

One way to compute silhouette contours from a digital
elevation map is to calculate the scalar product of the vec-
tor normal ~nij and the viewing vector~vij at each terrain
pointPij and test it for being zero (or for having neighbor-
ing points where this scalar product has opposite signs). In
order forPij to be a silhouette point, the curvatureH ij in
direction of~v at Pij must be positive. The complete sur-
face contour silhouetteSs is the set of points that fulfill this
condition:

~vx =
�!

Pi�1;jPi+1;j

~vy =
�!

Pi;j�1Pi;j+1

~nij = ~vx � ~vy

Ss = fPij j(~vij � ~nij = 0) ^ (Hij > 0)g (3)

This method produces all silhouette segments formed by
hilly terrain. Visibility criteria have to be applied in order
to extract the visible silhouette contour segments in case of
occlusion. The horizon silhouetteSh is the subset ofSs

that is formed by the terrain points seen from the observer
locationP0 under the largest elevation angle� for a given
azimuth� (see Figure 3). Given the relative heighth ij and
the distancedij betweenP0 andPij , the elevation angle is
calculated by:

�ij = arctan(hij=dij) (4)
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Figure 3. Several silhouette points at the
same azimuth angle in various distances.

The quantization of the elevation data grid makes it nec-
essary to find the maximum elevation angle within an az-
imuth segment of finite width�� (Figure 4). The closer
the points are toP0, the smaller is the area covered by this
segment. Eventually, close neighboring points may not be
within the segment. Therefore, the analysis of the elevation
angle must also include neighboring points which are not
within the current segment��.
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Figure 4. Discretization of silhouette.

3. Concept for silhouette registration

Visual registration can be achieved by trying to match
features, which are extracted from reality (e.g., through
video image analysis), with features which are predicted
from a model or a database of the environment. Digital
elevation maps provide the model to predict visual clues
like terrain contour silhouettes, mountain peaks, or other re-
markable terrain features for visual matching. Of course, a
registration system based solely on visual terrain feature ex-
traction is not suitable, because not in every instance such
features are available (e.g., ocean or flat plain in desert).
Using this approach to obtain the observer location with-
out any other means requires a lot of computational power,
which is often not available in an outdoor situation. How-
ever, this method can be used to calibrate a registration sys-
tem which otherwise uses conventional registration meth-
ods (inclinometer, magnetometer). Under the boundary
condition that the terrain is well-structured and the posi-
tion of the observer is known, this approach can increase
the precision of these registration methods.

We have developed an approach for using DEM maps
as database for obtaining the camera orientation in a well-
structured terrain by visual horizon silhouette matching.
The position is assumed to be known through GPS mea-
surements. The approach is outlined as follows:

� The visual silhouette is extracted from a single video
image by using edge detection techniques.

� Based on the known location of the camera/observer,
the horizon silhouette is computed for the complete
360 degree surrounding from a digital elevation map.

� Both the visual silhouette and the predicted 360 degree
silhouette are evaluated for extrema (peaks and dips).



� Hypotheses are generated for the correspondence of
these singularities. These hypotheses define pitch and
yaw angle and camera calibration parameters.

� The hypothesis with the minimal distance between the
visual silhouette segment and the silhouette from the
digital elevation maps is then assumed to be the opti-
mal match. The hypothesis for pitch and yaw angle is
fine-tuned by matching discrepancies.

This approach does not assume an initial orientation or a
calibration of the camera. However, the computation cost is
reduced greatly, if an initial “rough” estimate of the orienta-
tion can be given in order to reduce the number of hypothe-
ses to be tested. The method is intended to be used as an ini-
tialization for registration. If registration has been achieved
after this method has been applied, another approach should
be taken to “track” the camera orientation without starting
the silhouette matching process again. This method could
be a visual feature tracking approach or similar. The current
concept, however, deals solely with the initial registration.

3.1. Visual silhouette extraction

The horizon silhouette in a video image is usually char-
acterized by a steep grayscale gradient. This edge can be
detected by applying an edge detector, which is scanning
the image from top to bottom. In our approach, a Sobel
operator is used to detect the mainly horizontal edge. In
the case of a hybrid system, an inclinometer could indicate
the tilt and roll angle and set the parameters for the Sobel
search region and edge angle appropriately. Usually, the
operator will detect several edge candidates for each search
path. After the image scan has been completed, constraints
are applied in order to select only one horizon point per
search path. One constraint is that the silhouette must form
a piece-wise continuous contour. Another constraint is that
the sky area is usually more uniform than the ground area.
This could be used to develop a horizon detection algorithm
which is based on areal segmentation (texture, color) rather
than on edge detection. Also, a horizon edge is very sharp,
as opposed to fuzzy edges caused by trees.

The occlusion of the horizon is problematic; if nearby
trees or buildings cover the horizon edge, the horizon can-
not be detected. Using a stereo vision system or other means
to detect scenery depth could help separate foreground and
background. But the problem of far away obstructions
would remain. Therefore, the constraints must be applied
strictly, to flag areas where a horizon edge cannot be identi-
fied. The resulting silhouette is an array of piece-wise con-
tiguous points in the image plane.

3.2. Formation of hypotheses

Using the horizon silhouette as visual cue for registra-
tion, the problem of determining the camera orientation is
reduced to finding the optimal match of two arrays (visual
silhouette segments and digitally predicted silhouette). The
first step is to detect maxima and minima in both silhouettes.

Then hypotheses are generated for correspondence of these
extrema. In order to achieve the highest precision, these
features in the visual silhouette should be far apart from
each other. The selection of these correspondence points
must consider assumptions about the minimum and maxi-
mum opening angle of the camera.
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Figure 5. The generation of a hypothesis by
assuming correspondence between one max-
imum and one minimum in both video and
DEM silhouette.

Starting with a combination of two extrema in the video
silhouette at(x1; y1) and (x2; y2), a hypothesis is gener-
ated for the corresponding extrema(�1; �1) and(�2; �2) in
the 360 degree silhouette. The hypothetical match between
these two pairs leads to the assumed camera azimuth�c and
elevation�c:

�c = �2 � arctan

�
sin(��)

cos(��)� x1=x2

�
(5)

�c =
�1 � y2 � �2 � y1

�y
(6)

It should be noted that the current algorithm is based on
the assumption of the camera roll angle being zero. How-
ever, when using a third point correspondence, additional
equations can be set up for determining the roll angle.

Eq. (5) implicitly considers the non-linear camera “dis-
tortion” at the border of a wide angle lens (due to mapping
onto spherical image plane). Since the vertical extension
�� is usually not very large, eq. (6) for the pitch angle
is written in the approximate linearized form. Calibration
is not required; in fact, the matching hypothesis also pro-
vides a hypothesis for the calibration parameters under the
assumption of pinhole mapping with the following mapping
transformation(Xc; Yc; Zc)! (xc; yc):h

xc
yc

i
=

f

Xc

�

h
kyYc
kzZc

i
(7)

The camera focal lengthf is included in these calibration
parametersCx;y = f �ky;z. The hypothesis for the matching
parameters can be written as:



Cx =
�x

2 � cos �1+�2�2��c
2

� sin ��

2

(8)

Cy = �y=�� (9)

3.3. Error minimization

After the hypothesis has been generated, an error mea-
sure is calculated to describe the error of the hypothe-
sis. Registration of the image view with the 3D world is
achieved when the x-y-set of video silhouette points can be
mapped onto the� � �-set of the predicted 360 degree sil-
houette with the least possible deviation. The error criterion
is the “difference” between the DEM silhouette and the vi-
sual silhouette segment.

Since the point correspondence is only assumed for the
two chosen extrema point pairs, the rest of the silhouettes
do not have point correspondences. In order to compute
the distance between the silhouettes, for each DEM silhou-
ette point the closest interpolated video silhouette point is
selected as a corresponding point. The square sum of all
these distancesdi within the field of view of the camera
is used as an error measuree for judging the hypothesis
(eq. (10)). The hypothesis with the least errore – below a
given threshold – is chosen as the valid one. If no hypothesis
is matched with an error below the threshold, no matching
is assumed to be achieved. This error criterion also provides
a measure for fine-tuning the hypothesis: the average hori-
zontal and vertical difference component between the points
of both silhouettes(dx;i; dy;i) can be used to correct the as-
sumption of camera azimuth�c and elevation�c as well as
the calibration factors. The hypothesis based on matching
of silhouette extrema may not necessarily be very precise,
since the DEM silhouette data are not very dense. By apply-
ing a straight-line approximation fordx;i (eq. (11)) anddy;i
(eq. (12)), the correction��c and��c of the camera ori-
entation angles and the corrective terms�Cx and�Cy for
the calibration factors can be obtained from the averaging
lines�i(dx;i) and�i(dy;i):

e =

rP
d2
i

n
(10)

�i(dx;i) =
�Cx

Cx;0

dx;i +��c (11)

�i(dy;i) =
�Cy

Cy;0

dy;i +��c (12)

The error in camera azimuth and elevation can be com-
puted as the square root of the square sum of each horizontal
and vertical difference component:

ex =

rP
d2
x;i

n
(13)

ey =

rP
d2
y;i

n
(14)

The pixel errorsex andey can be converted into angle
errors.

4. Experimental results

The approach for visual registration, as described in sec-
tion 3, has been implemented in a development setup for
later integration into an outdoor AR system, providing vi-
sual aid for navigation and hazard indication. Part of this
AR system has been developed for real-time AR using vi-
sual servoing [30] as a means of visual registration in an
indoor scenario. This system is currently being ported to
be operated in an outdoor vehicle, using the registration ap-
proach described in this paper, as well as other sensors (in-
ertial, inclinometer, GPS). The goal is to provide real-time
registration during camera and observer motion.

4.1. System setup

For the development stage, the system for registration
was implemented on a 200 MHz Pentium Pro, running un-
der Windows NT 4.0. The images have been grabbed from
a Cohu 2200 CCD camera (1/2“ chip), using an image size
of 512�480 pixels. The system is equipped with an Ima-
genation framegrabber PXC200. For testing, images from a
digital still camera (Minolta RD-175) have also been used.
The “conventional” registration components include a Cy-
bertrack CT-3.2 magnetometer/inclinometer which is used
to obtain magnetic northing, roll, and pitch angle. The soft-
ware is written in C++, using Microsoft Foundation Classes.
The computation time for the various task within the regis-
tration system are given in the next sections.

4.2. Silhouette from DEM map

The complete 360 degree silhouette (Figure 6) as seen
from the Rockwell Science Center has been computed from
the USGS DEM “East L.A.”. The data set contains 9.6 MB
of data (1201�1201 data points). The computation of the
silhouette, using the complete set, took 40 sec. However,
since the map covers an area of 92�111 km, a smaller sub-
set suffices for obtaining the silhouette (range� 15 km).
This reduces the computation time to about 4 sec, which is
still too long for real-time performance.
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Figure 6. Isoscale plot of DEM silhouette.

The silhouette was computed in azimuth increments of
�� = 0:25�. The most significant feature is the big hump
between 45� and 135�, which comes from a nearby hill be-
hind RSC. However, due to its proximity, it consists only of



a few data points and, therefore is not well-suited to provide
a visual cue for registration.

In a non-isoscale plot, more details of the silhouette are
revealed (Figure 7). The segment shows mountains which
are further away (3-5 km). As a result, the silhouette point
array is much denser. Since the location point is not far from
the edge of the DEM map, an additional map was used to
provide more data for silhouette prediction. This can be
seen in Figure 7, where the dotted silhouette segment was
computed only from the current map and falsely indicated a
deep canyon as part of the horizon silhouette.
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Figure 7. Silhouette computed from two ad-
jacent DEM maps. The elevation axis is
stretched to show the effect of the second
map.

4.3. Visual silhouette extraction

The video image in Figure 8 was captured by the Cohu
camera and was stored as b/w image in 512�480 resolu-
tion. Top and bottom image portions have been truncated in
Figure 8. The blue Southern California sky made it easy for
the system to detect the border line between sky and terrain
area. The silhouette extracted from this image is shown in
Figure 9.

Figure 8. Video image taken from the Rock-
well Science Center, Thousand Oaks (CA).

It should be noted that the approach for visual silhouette
extraction was not optimized for efficiency and took around
1 sec. This is because the search paths were not limited by
assumptions, and the whole image was evaluated.

4.4. Silhouette matching

In the DEM silhouette there are 60 maxima and 60 min-
ima. Combining these with the 10 maxima and 10 minima
of the video silhouette, there are 324000 theoretical combi-
nations for a correspondence hypothesis. After applying the
constraints on the selection of possible combinations, only
75 combinations remain to be investigated.

Figure 9. Best match of silhouettes. The con-
tiguous line is the video silhouette, the dots
are DEM silhouette points.

The computation of the error criterion was done in less
than 0.5 sec. In Table 1 the numerical results of the match-
ing algorithm can be seen. The column denoted “corrected”
shows the values after the corrective terms (section 3.3)
have been calculated. It should be denoted, that these ori-
entation angles were obtained without using the data of the
magnetometer/inclinometer.

hypothesis corrected error
�c 265.9� 265.9� �0:3�

�c 1.54� 1.62� �0:2�

Cx 33.1 pix/� 33.3 pix/�

Cy 21.3 pix/� 21.2 pix/�

Table 1. Matching results.

4.5. AR overlay

We have begun to develop an outdoor AR system which
provides an overlay onto the grabbed video images and later
in the user’s field of view. In Fig. 10, an example of a 2D
overlay is shown, visualizing a vertical axis, an artificial
horizon, ground plane visualization, and pitch and azimuth
angles as well as compass directions. It also shows textual
information from a geographical information system (GIS)
indicating the name of landmarks and the distance to them.



The silhouette, which was computed from the DEM data, is
overlaid onto the video image in order to give a reference
for the registration quality.

Figure 10. 2D overlay onto video image.

Since the visual calibration has been computed off-line,
the AR system is able to run with a framerate of 10 Hz. The
angular data (pitch, yaw, roll) are obtained by the CT-3.2,
after it has been calibrated with the above described visual
silhouette method. This offline calibration could be used
at a later time when the mountains in the background were
partially disappearing in fog (Figure 11).

Figure 11. Silhouette overlay during fog.

It is evident here, that the visual registration algorithm
could not produce the registration required for this over-
lay. However, the previously recorded calibration parameter
were used to correct the data from the CT-32 and provide a

true augmentation of the video stream. The current over-
lay is in 2D style only, but we have designed the system to
provide 3D rendering by the Sense8 World Toolkit libraries.

4.6. Further development

The registration approach as presented in this paper will
be further developed to perform in real-time. This will in-
clude optimizations of the algorithms as well as a change
of mode after successful initialization to a tracking phase,
using the visual servoing approach [30]. This will provide
full 6-DOF real-time registration for outdoor AR during ob-
server motion. The complete AR system is currently being
ported to a dual Pentium system (333 MHz), which will
be installed in a test van for mobile outdoor testing. The
3D overlay will consist of northing information and object
visualization from a remote database. For fast 3D render-
ing of overlay objects, a Symmetric graphics adapter with
GLINT Open GL accelerator is already used as video out-
put. Simple overlay functionality is provided by the stan-
dard Windows API functions, and more sophisticated 3D
visualization is managed by the Sense8 World Toolkit.

5. Summary and Conclusion

We have demonstrated that in a well-structured terrain
and under good lighting conditions, horizon silhouettes can
provide visual clues to improve registration precision sig-
nificantly. Our approach provides means for obtaining cam-
era azimuth and elevation by using a non-calibrated camera,
and even provides the calibration parameters. Further work
needs to be done to make this approach also applicable un-
der a variety of lighting and visibility conditions. Principal
limitations of computer vision in outdoor scenarios, how-
ever, require that a robust registration system include other
sensors and is built as a hybrid system. A registration sys-
tem relying solely on silhouettes, would fail in flat, unstruc-
tured terrain or under conditions of reduced visibility. Using
other wavelength (IR) may improve visibility under certain
conditions, but the problem of feature obstructions has to be
addressed.
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