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ABSTRACT 
Collaborative virtual environment has been limited on static or 
rigid 3D models, due to the difficulties of real-time streaming of 
large amounts of data that is required to describe motions of 3D 
deformable models.  Streaming shape deformations of complex 
3D models arising from a remote user’s manipulations is a chal-
lenging task. In this paper, we present a framework based on spec-
tral transformation that encodes surface deformations in a fre-
quency format to successfully meet the challenge, and demon-
strate its use in a distributed virtual environment. Our research 
contributions through this framework include: i) we reduce the 
data size to be streamed for surface deformations since we stream 
only the transformed spectral coefficients and not the deformed 
model; ii) we propose a mapping method to allow models with 
multi-resolutions to have the same deformations simultaneously; 
iii) our streaming strategy can tolerate loss without the need for 
special handling of packet loss. Our system guarantees real-time 
transmission of shape deformations and ensures the smooth mo-
tions of 3D models. Moreover, we achieve very effective perfor-
mance over real Internet conditions as well as a local LAN. Expe-
rimental results show that we get low distortion and small delays 
even when surface deformations of large and complicated 3D 
models are streamed over lossy networks. 
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1 INTRODUCTION 
With the rapid advances of networks, computer-assisted collabo-
rative virtual environment has been profoundly involved into 
many aspects of our daily life. Traditional collaborative virtual 
environments mainly employ video, audio, or text to communi-
cate, and extensive research has helped technologies to transmit 
these media to remote sites in real-time. Compared with tradi-
tional media, 3D models can represent objects in a more realistic 
and comprehensive manner. Therefore, they have received in-
creasing attentions in collaborative virtual environments. How-
ever, the current state-of-the-art technologies cannot facilitate a 
real-time collaborative virtual environment where large and com-
plicated 3D models and their related shape deformations are in-
volved. Prior researchers have proposed algorithms to effectively 
transfer large and complex 3D models over network under differ-
ent conditions, nevertheless these methods focus on static/rigid 
3D models only. Some researchers generate 3D models’ shape 
deformations offline, and stream them as animations. But these 

methods work off-line instead of real-time.  
Real-time streaming of 3D models’ deformable motions faces 

two grand challenges, namely high computational cost and re-
quirement of transmitting a large amount of data in real-time. For 
a deformable 3D model, the number of DOFs could be as large as 
the size of the 3D model. Therefore describing the shape deforma-
tions of a 3D deformable model requires a large amount of data. 
For instance, if a 3D model with size 2MB is included in a col-
laborative environment and we share its shape deformations with 
remote users in real time. To achieve a smooth motion of the 3D 
model, we require a transmission rate of 20fps. Thus, we need to 
deliver 40MB data every second, which is too heavy for current 
network speed.  

There are two straightforward ways to share 3D shape deforma-
tions remotely, but we argue neither of them is good enough to 
achieve real-time streaming smoothly. First method is calculating 
the shape deformation in one high performance machine, and then 
transmitting the deformed 3D mesh. However, this method leads 
to a very heavy transmission load, so that it is not possible to 
reach real-time speed. Another method is streaming control 
points/handles directly. Nevertheless, it requires all the remote 
users to have very high computational power to locally complete 
the deformation computation, which cannot be performed by users 
with low-end devices.  

In this paper, we address these challenges by proposing an in-
teractive collaboration framework that supports streaming of 3D 
shape deformations. Adopting a spectrum-based representation of 
shape deformation, we achieve a real-time streaming speed. 
Building over a server-client-based distributed environment, our 
framework offers users from remote locations to manipulate the 
same 3D model and share its deformation. Our system supports 
computations over multi-resolution models, as well as streaming 
over lossy networks. Therefore, the framework can be used for a 
wide range of applications. There are several novelties in our 
work: 1) we use manifold harmonic transformation [10] to convert 
surface deformations into a reduced frequency subspace; thus the 
DOFs in our spectrum-driven deformable models can be effective-
ly minimized, in order to achieve high streaming speed; 2) we 
propose a mapping method to allow models with “spatial multi-
resolutions” to have the same deformations simultaneously, which 
allows users with low-end computation and display capabilities to 
see lower resolutions of the same model with the same deforma-
tion behaviour; 3) our spectrum representation of deformable 
models provides a natural “spectral multi-resolution” structure to 
adaptively encode their deformation behaviour in different scales, 
which can tolerate packet loss with only small distortion errors 
when streamed over lossy networks. The stream load is only sev-
eral KB in general, independent of the 3D models’ data sizes. In 
addition, the performance of our system over real Internet condi-
tions is comparable to that over a local LAN. 

Currently, we do not consider the physical properties of the 
models. However, extending our spectrum representation and 
streaming framework to other physics-based deformation methods 
will be straight-forward.  
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2 RELATED WORKS 
In this section, we briefly review some previous researches in the 
fields of both 3D mesh streaming and shape deformation.  

Static 3D model streaming includes progressive compression 
and its related transmission techniques. Progressive Mesh (PM), 
as a multi-resolution technique to progressively render 3D meshes 
is suggested by Hoppe [5] in 1996. In a similar way, Progressive 
Forest Split (PFS) method [12] and Compressed Progressive 
Meshes (CPM) method [8] group edge collapses into batches to 
achieve a higher compression ratio. Another research branch is 
from the network’s point of view to find efficient streaming strat-
egies. Consider clients’ viewpoint information, researchers sug-
gest to transmit the particular part of the mesh that is visible for 
clients [4]. Yan et al. [14] and AlRegib et al. [1] separately pro-
pose different approaches using redundant bits to minimize the 
distortion caused by packet loss. Cheng et al. [3] suggest an ana-
lytical model to measure streaming of progressive meshes. Li et 
al. [7] suggest a prediction method to tolerate packet loss. 

For 3D shape deformation applications in interactive surface 
design rather than simulation, a merely physically plausible result 
is sufficient. A detailed survey on linear mesh deformation algo-
rithms can be found in [2]. Energy minimization has been a gen-
eral approach to deform smooth surfaces [13]. Smoother and 
smoother meshes can be built up by removing surface details [11]. 
The deformation is applied on the smoothed surface, and the de-
tails are added back afterwards. Topological hierarchy of coarser 
and coarser meshes, e.g. subdivision surfaces [15], has been used 
in multi-resolution editing. The number of unknowns could be 
significantly decreased. However, automatically building subdivi-
sion for arbitrary irregular meshes is non-trivial, since the original 
irregular mesh may not have coherent subdivision connectivity. 

Rong et al. [10] propose a spectral deformation method, which 
is based on manifold harmonic transformation to achieve interac-
tive speed for manipulating large and complex triangle mesh sur-
faces. Similar to other subspace deformation method [6], spectral 
deformation can be considered as performing the deformation 
computation in a reduced spectral subspace. The advantage is that 
the manifold harmonic transformation can be easily computed on 
any polygonal meshes automatically, without any manual con-
struction of the embedded subspace [6]. In our current framework, 
we use manifold harmonics to encode shape deformations in the 
frequency domain.  

3 COLLABORATIVE SYSTEM AND ALGORITHM 
The spectrum-based surface deformation method [10] provides us 
a platform to quickly complete computations of the deformation. 
However, when we apply it into a distributed collaborative sys-
tem, we would like to include users with different display capa-
bilities and real network conditions where data loss may occur.  

3.1 Deformation of Multi-resolution Models 
In a general distributed system, users may not have the same 
computational power and display capability. Besides it is not nec-
essary to use high resolution all the time for some applications. 
Thus, we consider the deformation over multi-resolution surfaces.  

Mesh surfaces in different levels of resolution have different 
numbers of vertices but keep a similar geometric shape. Multi-
resolution refers to different levels of resolution in the spatial 
domain. However, the Laplacian-based deformation is solved over 
the frequency domain instead of spatial domain to reach a real 
time speed; thus we need to build a spectral relationship between 
different resolutions of surfaces.  

In order to represent the relationship between a high resolution 
surface S with n vertices and a low resolution surface መܵ with n’ 

vertices, we build a mapping matrix M with the size of n’×n. For 
each of the vertex ݒො௜ ( i= 1… n’) in surface መܵ, we find out the 
nearest triangle ti on surface S. The barycentric coordinates of 
vertex ݒ௜Ԣ on triangle ti are put into the ith row of matrix M accord-
ing to the columns corresponding to vertices of triangle ti. Figure 
1 illustrates the construction procedure.  

By doing so, we obtain the mapping matrix M which is used to 
link the two mesh surfaces in different resolutions. According to 
[10], we can easily get the manifold harmonic bases (MHB) ma-
trix H of a high resolution surface S, where H is an n×m matrix 
and m is number of frequencies we use. We use it to define the 
manifold harmonic transformation (MHT) and its inverse [10]. 
The MHT describes the conversion of the manifold surface from 
spatial domain into frequency domain. Therefore, we can use a 
n’×m matrix K=MH to approximate the MHB of the low resolu-
tion surface መܵ and use it during the Laplacian-based deformation. 
Thus, we redefine the inverse MHT of the low resolution surface መܵ as following: ܠො ൌ ܠۻ ൌ ෤ܠ۶ۻ ൌ  ෤                               (1)ܠ۹
where ܠො and x are x-coordinates of the meshes መܵ and S, and ܠ෤ is x-
coordinates of mesh S in frequency domain.  

By applying the redefined MHT, we only need to solve linear 
system once for a high resolution surface, and results can be used 
to perform deformation process of low resolution meshes.  More-
over, it is not necessary to compute the MHB for the low resolu-
tion mesh surface, so we can save some pre-computing time. 

3.2 Deformation Transmission with Data Loss 
In order to make our system more robust, we consider a general 
network environment in which data loss may occur during trans-
mission. There is no need for our system to deal with data loss; 
using only partial of the linear system solution, we can still recon-
struct the deformed model. Specifically, solving the linear system 
with m unknown variables gives us ሾݔ෤ଵ, ,෤ଶݔ … ,  ෤௠ሿ, which is a listݔ
of ݔ෤-coordinates (ݕ෤- and ̃ݖ- coordinates respectively) in  frequency 
domain. When data loss occurs, we get parts of the m solutions 
and reconstruct the deformed mesh using the inverse MHT. We 
explain this using an example. Suppose we choose frequencies m 
= 100 and loss ratio is 20%. So the client gets 100*(1-20%) =80 
solutions, for example ሾݔ෤ଵ, ,෤ଶݔ … ,෤௞ݔ ෤௞ାଶ଴ݔ … ෤ଵ଴଴ሿݔ

 
-co -ݖ̃ ෤- andݕ)

ordinates respectively) are arrived at the client. Following the 
inverse MHT, we can use 80 frequencies instead of 100 to recon-
struct deformed smooth model in the spatial domain. As men-
tioned in [10], low frequency components carry the model struc-
ture while high frequencies represent geometric details. Since we 
have data loss during transmission, and loss of low frequencies 
will affect results more significantly, so in our system, we do not 
allow loss of the first few, say 10, frequencies (The number can be 
determined based on the allowable distortion). There are many 
transmission protection methods. One simply way is to insert 
redundant low frequency data to ensure a high probability of suc-
cessful transmission. Another obvious way is to use a reliable 
transport mechanism such as TCP for the first few frequencies. 

Figure 1. Mapping between different resolutions. ݒ௜ is a vertex of 
a low resolution model. It maps to a triangle ݒ௔ݒ௕ݒ௖ on a high 
resolution model with barycentric coordinates ߣ௔,  .௖ߣ ௕, andߣ
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3.3 System and Algorithm 
In order to maintain a consistent state all the time, we adopt the 
client-server architecture in our system implementation. We use a 
centralized server to perform complex computation, and commu-
nicate related state changes to all the connected clients. Therefore, 
all users in the environment will experience the same outcome. 

We consider the following aspects when designing our distrib-
uted system. First, 3D deformable models can be very large and 
complicated. Second, realistic shape deformations must be com-
puted quickly to achieve a real-time speed. Third, global consis-
tency should be maintained to prevent divergent simulations at 
clients. In our system, no deformation computation is performed 
locally. User interactions are sent directly to the server, and the 
clients update their local representations when they receive a 
feedback message from the server. The deformation is encoded as 
frequencies and sent back to clients. In our experiments, we only 
use the first few frequencies, e.g. 100, so the data communicated 
between the server and clients is very small. For example, we take 
first 100 frequencies to compute deformation, and the visual up-
date rate is about 20 fps, so less than 10Kbps will be communi-
cated in the system. Thus, our framework reaches a real-time 
transmission and guarantees a smooth deformation of the 3D 
model as well. Additionally, a distributed mutual exclusion mod-
ule is included to ensure the success of multiple users’ operations. 
Figure 2 illustrates the proposed collaborative system. 

The general process of our algorithm for deformation transmis-
sion is described as the following steps: 
1. Compute MHB for the high resolution mesh with n vertices. 
2. Compute the mapping matrix M and matrix K for low reso-

lution mesh with n’ vertices. 
3. Compute the deformation on the high resolution model by 

solving a linear system with m unknown variables.  
4. Transfer the solution of m unknowns to clients. 

5. Update the 3D model locally to get the final result. 
Steps 1 and 2 belong to pre-processing which is performed on 

the server where high computation power is available, and then 
results are streamed to clients. Note that the first two steps are 
completed once offline and do not affect running time.  Step 3 is 
finished by the server and step 5 is the task of clients. 

4 EXPERIMENTAL RESULTS 
Our interactive distributed virtual environment and deformation 
transmission algorithm are implemented on several Windows XP 
PCs with Intel Core2 Duo 2.93GHz CPU and 2GB DDR2 RAM. 
The system is communicated over various network conditions 
simulated using FreeBSD and Dummynet [9]. Our algorithm is 
developed using Visual C++.NET 2005 and we use the LU-solver 
to solve the linear system. The number of frequencies (m) is set to 
100 in our experiments. 

We use normalized Hausdorff Distance (HD) as an error metric 
to evaluate distortions of our deformation transfer. The following 
equation gives the definition of the Hausdorff Distance between 
two mesh surfaces S and S’: ܪሺܵ, ܵᇱሻ ൌ max ሼ݄ሺܵ, ܵᇱሻ, ݄ሺܵᇱ, ܵሻሽ               (2) 
where ݄ሺܵ, ܵᇱሻ ൌ max௩אௌmin௩ᇱאௌᇱԡݒ െ ݒԢԡ, and ԡݒ െ -Ԣԡ repreݒ
sents the Euclidean distance of v and v'.  

We list in Table 1 the details of the models and the computa-
tional time. The last 3 steps of our algorithm are included in run–
time. Table 1 contains computing time costs of experiments run-
ning in the high resolutions (HR) and low resolution (LR). Obvi-
ously, our new deformation transmission algorithm is remarkably 
fast and works at real time speed. Moreover, for supporting multi-
resolution, we only need to spend a little longer time during the 
pre-computing process. The running time consists of both the 
running time at the server side and at the client side. The compu-
tational burden of the client is very light, especially for the low 
resolution case.  

Figure 2. The proposed interactive deformation transmission system. 

Table 1. The computing time of our algorithm on both server and clients 
for high resolution (HR) and low resolutions (LR) 

Model
Model details H/L Pre-computing time (s) Running time (s) -

Server

Running time (s) - Client

HR LR
#Vertex #Triangle HR      LR

Heart 1752/252 3500/500 0.613097 0.652426 0.005026 0.003659 0.00176

Lion 5000/2502 9996/5000 1.961939 2.186335 0.013542 0.023987 0.01195

Brain 26077/5002 52150/10000 25.48497 25.949494 0.067058 0.058571 0.030488

Dragon 50000/2500 100000/5000 49.67642 49.93512 0.131773 0.170512 0.026368
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In addition to a real-time speed, our system ensures successful 
deformation transmission as well as smooth and natural motion of 
the 3D models. We test our system over two different Internet 
conditions and show results in Figure 3. We demonstrate the re-
sults of the deformation transmission over both single resolution 
and multi-resolutions in this figure. Moreover, to better illustrate 
the tolerance of packet loss in our system, we simulate transmis-
sion with 20% data loss in Figure 3 as well. In this figure, we 
present the geometric distortions between two surfaces using 
Hausdorff Distance. As we can see, the results of the deformation 
transmission in our framework are very good. We are able to get 
deformed 3D model successfully in real Internet conditions and 
even with high percentage of data loss. 

We show our analysis results on the geometric distortion ac-
cording to different loss ratio in the Figure 4. As expected, distor-
tions are very limited, even though with the increasing of data 
loss, the distortion raises as well.  

5 CONCLUSION AND FUTURE WORKS 
In this paper, we have proposed an interactive collaborative 
framework, where 3D deformable models are deformed in real-
time according to users’ manipulations. Adopting a spectrum-
based surface deformation method, we describe deformation using 
frequencies in order to obtain a high streaming speed. We support 
users with different display capacities, and we can tolerate packet 
loss with only small distortion errors when streaming over lossy 
networks. The experimental results show that 3D surface defor-
mation can be transmitted efficiently. In addition, all the deforma-
tion is computed by the server, which saves users’ computational 

cost and gives more flexibility on users. In the future, we would 
like to extend our deformable model streaming framework to 
physics-based deformations in order to simulate either elastic or 
plastic materials and achieve more realistic deformation results for 
different materials. Moreover, haptic devices can be integrated 
into our framework to provide more intuitive manipulation ex-
periences for remote users. 
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Figure 4. The geometric distortion of the deformed 3D model with
different data loss ratio, based on Hausdorff Distance. Loss ratio is
from 2% to 20%. 

Figure 3. Deformation transmission results: Client 1 runs a high resolution model over network #1 with 7Mb/s bandwidth and 1% data 
loss; client 2 runs a lower resolution model over network #2 with 1Mb/s bandwidth and 2% data loss; and client 3 runs over networks 
with 20% data loss. The numbers in the table show the Hausdorff Distance between the results on server and clients.  

Server Client 2 –over network #2

Client 1 -over network #1 Client 3-with 20% data loss

Before BeforeAfter After

Hausdorff
Distance Before After

Client 1 0.0000 0.0000

Client 2 0.013104 0.024350

Client 3 0.0000 0.003602
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