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Abstract

Current immersive VR systems such as the CAVE provide an effective platform for the immersive 

exploration of large 3D data. A major limitation is that in most cases at least one display surface is 

missing due to space, access or cost constraints. This partially-immersive visualization results in a 

substantial loss of visual information that may be acceptable for some applications, however it 

becomes a major obstacle for critical tasks, such as the analysis of medical data. We propose a 

conformal deformation rendering pipeline for the visualization of datasets on partially-immersive 

platforms. The angle-preserving conformal mapping approach is used to map the 360°3D view 

volume to arbitrary display configurations. It has the desirable property of preserving shapes under 

distortion, which is important for identifying features, especially in medical data. The conformal 

mapping is used for rasterization, realtime raytracing and volume rendering of the datasets. Since 

the technique is applied during the rendering, we can construct stereoscopic images from the data, 

which is usually not true for image-based distortion approaches. We demonstrate the stereo 

conformal mapping rendering pipeline in the partially-immersive 5-wall Immersive Cabin (IC) for 

virtual colonoscopy and architectural review.
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1 Introduction

A number of visualization technologies have been developed for the immersive exploration 

of large-scale complex data. Prime examples are the CAVE [3] and Head-Mounted Displays 

(HMD) which provide a much larger fields of view in a virtual environment and also use 

stereo pairs of images to improve the perception of spatial relationships in the data. These 

technologies have found applications in a number of fields including entertainment, 

engineering and design, and medical imaging. While HMDs allow for arbitrary views in the 

virtual world, they are usually bulky, wired and easily lead to eye fatigue. At the same time, 

CAVEs provide a much more natural visualization without the need for a virtual avatar and 

allow for augmented reality applications. Building a fully enclosed CAVE however remains 
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a difficult task. Although such installations exist [5], they present an engineering challenge 

in terms of cost, facility access and head and gesture tracking. The disadvantage of partially-

immersive environments is that important visual information may be lost. While many 

applications may tolerate one or more missing projection screens, this loss of information 

becomes a critical issue in the exploration of medical data.

We have developed a visualization approach that utilizes conformal mapping to distort scene 

geometries or viewing rays depending on the rendering method. As a result the full virtual 

environment can be displayed on a partially-immersive visualization platform, for example a 

5-wall CAVE. In mathematics, the conformal map is an angle preserving function that 

describes a mapping between two Riemannian surfaces [26]. Intuitively, it allows us to map 

the geometry of a 6-wall CAVE to an arbitrary configuration of display surfaces that is 

topologically equivalent to a disc, such as the 5-wall Immersive Cabin (IC) or a non-planar 

arrangement of workstation displays. In practice, the mapping is performed directly in the 

space of view directions, which can be mapped onto a sphere. The main advantage of using 

a conformal map to define the distortion is the guarantee that shapes will be preserved 

locally even though distances will not be. This is particularly beneficial for exploration of 

medical data, such as in Virtual Colonoscopy (VC) where polyps that may be cancerous are 

detected by the radiologist based on their shape.

The following are the specific contributions of our work:

• Conformal mapping is used to obtain a shape-preserving distortion that can map a 

360°field of view to an arbitrary display configuration. We demonstrate that the 

shape of polyps is preserved under the distortion for Immersive Virtual 

Colonoscopy and compare against non-conformal distortions for the visualization 

of architectural data.

• The conformal distortion is applied during rendering for rasterization, direct 

volume rendering and ray-tracing. As a result we can construct stereo image pairs 

for all three rendering modalities using a unified distortion map definition.

• The performance penalty for applying the distortion map is approximately 1% and 

is insignificant compared to the overall rendering times. Furthermore, the required 

pre-computation time for the generation of the distortion cube-map is minimal.

• Our approach is verified for the visualization of medical and architectural data in 

the partially-immersive 5-wall IC.

2 Related Work

Immersive visualization systems allow the user to explore data in novel ways that go beyond 

the standard 2D images on a workstation. These platforms provide a superior depiction of 

the information via a significantly wider field of view and enhanced depth and shape 

perception. The first such environment, the CAVE [3] offers an immersive experience using 

back-projected images on 3 walls and a floor. Other display arrangements have been 

proposed, including the 5-wall IC [20] and the 6-wall CAVE [5]. Compared to Head-

Mounted Displays (HMD), these environment provide a more natural visualization and 

allow users to interact with visualization-augmented physical objects, following the 
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paradigm of “Spatially Augmented Reality”. However, building fully-immersive facilities is 

expensive and introduces many challenges in terms of head tracking, sound systems and 

even air circulation. Our conformal visualization system uses the discrete Ricci flow to 

compute the Riemann mapping and maps the full 360°spherical field of view to partially-

immersive platforms. The main advantage is that the local shape of the scene geometry and 

the features in volume data are preserved under the distortion. The Ricci flow method has 

been applied broadly in the graphics and visualization fields, including applications to 

optimal surface parameterization [30], shape analysis [9] and surface matching [12].

Virtual Colonoscopy (VC) has been established as a non-invasive alternative to traditional 

optical colonoscopy (OC) for cancer screening [6, 10]. A VC session involves the 

acquisition of computed tomography (CT) scans of the patient's abdomen and the extraction 

and visualization of the colon surface via segmentation and volume rendering techniques. 

Traditional VC visualizations on a single screen covers only about 91% of the colon surface 

after full navigation in both the antegrade and the retrograde directions [7] and the 

percentage is significantly lower for a single direction. Immersive Virtual Colonoscopy 

(IVC) takes advantage of the wider field of view and enhanced shape and depth perception 

through stereo rendering to allow a faster visualization of the entire colon surface in a single 

navigation pass. One shortcoming of existing partially-immersive configurations is that the 

missing projections may hide a significant amount of information. While this may be 

acceptable in certain applications, it becomes a critical issue for the exploration of medical 

data. Our conformal distortion allows the radiologist to examine the entire surface of the 

colon and ensures that the shape of any colon polyps, which is crucial for the detection of 

colon cancer, is preserved in the partially-immersive visualization.

Implementing the conformal distortion for real-time visualization requires the rendering of a 

non-linear, non-pinhole projection, which is not currently supported on the GPU. A number 

of image-based and geometry-based techniques have been proposed. Image-space 

approaches [29] suffer from linear sampling artifacts and provide no guarantees with regard 

to shape preservation on the distorted image, which is imperative for screening procedures 

like VC.

Focus and Context (F+C) techniques such as magic lenses [18, 28] are designed for a single 

projection surface and do not translate directly to immersive environments with multiple and 

possibly non-planar displays. Illustrative deformations for data exploration have been 

proposed [2] which could be used to warp data that lies around the CAVE volume, however 

they also do not provide shape preservation. The technique presented by Lorenz and Döllner 

[14] handles piecewise approximation of non-planar perspective projections on the GPU. 

Non-planar projections can be used to define a projection surface that “wraps” around the 

CAVE, including part of the ceiling and thus recovering the non-visualized part of the data. 

The technique can be applied in either image-space or geometry-space, however in the first 

case the sampling artifacts can impact visual quality significantly [27], while the geometry 

approach does not scale well with mesh density [14].

The geometry-based approach is not directly applicable to ray-tracing or direct volume 

rendering, which are frequently used for architectural visualization and medical imaging 
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respectively. In contrast, we use a simple vertex-based distortion for well-tessellated 

geometry, similar to the approach by Spindler et al. [24], and viewing ray distortions for 

volume rendering of medical data and ray-tracing of non-uniformly tessellated architectural 

scenes. Moreover, a unified conformal transformation is defined for all three rendering 

pipelines. A number of GPU-based ray-tracing algorithms have been proposed that can 

achieve interactive frame-rates even for large geometric models [13, 17, 19, 31]. Our 

implementation is based on the NVidia OptiX engine [17] which is used as a full 

replacement for the OpenGL traverser in the scene graph.

3 Theoretical Background

According to Riemann mapping theorem, simply connected surfaces with a single boundary 

can be mapped onto the planar disk, such that the mapping is angle-preserving. Locally, the 

mapping is only a scaling and therefore it is also shape-preserving. Conformal mapping has 

advantages for our application, it maps the 6 walls to the 5 walls, and preserves local shapes. 

Our computational algorithm is based on the surface Ricci flow theorem [1].

3.1 Conformal Mapping

Let S1 and S2 be two surfaces with Riemannian metrics g1 and g2, and let ϕ : (S1,g1) → 

(S2,g2) be a homeomorphism between them. We say ϕ is conformal, if the pull back metric 

tensor induced by ϕ on the source differs from the original metric by a scalar,

where , is a function. The following Riemann mapping theorem plays a 

fundamental role in the current work:

Theorem 3.1 (Riemann Mapping) Suppose a surface S is simply connected with a 

Riemannian metric. There exists conformal mappings , where D is the unit disk on 

the complex plane and all such mappings differ by a Möbius transformation.

A Möbius transformation is given by

where {θ, z0} are constants.

In order to compute the mapping ϕ, one can compute the pull back metric first, which can be 

achieved by the surface Ricci flow.

3.2 Ricci Flow

A surface Ricci flow is the process to deform the Riemannian metric of the surface. The 

deformation is proportional to Gaussian curvatures so that the curvature evolves in a manner 

similar to heat diffusion. It has been considered a powerful tool for finding a Riemannian 
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metric satisfying the prescribed Gaussian curvature in mathematics. Chow and Luo [1] laid 

down the theoretic foundation for the discrete Ricci flow on surfaces, and Jin et al. [8] 

developed the computational algorithm.

Let Σ be a triangular mesh, embedded in the three dimensional . A discrete Riemannian 

metric on a mesh Σ s a piecewise constant metric with cone singularities at the vertices. The 

edge lengths are sufficient to define a discrete Riemannian metric,

(1)

as long as, for each face [vi, vj, vk], the edge lengths satisfy the triangle inequality: lij + ljk > 

lki.

For simplicity, we use ei to denote the edge against the vertex vi, namely ei = [vj, vk], and li 
is the edge length of ei. The cosine laws are given by:

(2)

The discrete Gaussian curvature Ki on a vertex vi ε Σ can be computed as the angle deficit,

(3)

where  represents the corner angle attached to vertex vi in the face [vi, vj, vk], and ∂ Σ 

represents the boundary of the mesh.

The circle packing metric was introduced [25] and [26] to approximate the conformal 

deformation of metrics. Fig. 2 illustrates the circle packing metric. Each vertex vi has a 

circle whose radius is ri. On each edge eij, an intersection angle ϕij is defined by two circles 

of vi and vj, which intersect with or are tangent to each other.

Let  be the discrete conformal factor, which measures the local area distortion ui = 

logγi for each vertex.Then, the discrete Ricci flow is defined as follows:

(4)

Discrete Ricci flow can be formulated in the variational setting, namely, it is a negative 

gradient flow of some special energy form:

(5)

where u0 is an arbitrary initial metric. The integration above is well-defined, and it is called 

the Ricci energy. The discrete Ricci flow is the negative gradient flow of the discrete Ricci 

energy. The discrete metric which induces  is the minimizer of the energy.
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Computing the desired metric with prescribed curvature  is equivalent to minimizing the 

discrete Ricci energy, which is strictly convex (namely, its Hessian is positive definite). The 

global minimum uniquely exists, corresponding to the metric , which induces . The 

discrete Ricci flow converges to this global minimum [1].

4 Computational Algorithm

4.1 Discrete Ricci flow

Suppose Σ is a triangle mesh embedded in . We associate each vertex vi with a circle (vi, 

γi) where γi equals the minimal length of any edge in the immediate neighborhood of vi. 

Then we compute the intersection angle ϕij, such that the circle packing metric is as close to 

the induced Euclidean metric as possible.

We compute the curvature at each vertex Ki and adjust the conformal factor ui in proportion 

to the difference between the target curvature and the current curvature . Then we 

update the metric, recompute the curvature, and repeat this procedure until the difference 

between the target curvature and the current curvature is less than the given threshold. More 

details can be found in the work of [8].

4.2 Riemann Mapping

Fig. 3 illustrates our algorithm for computing the Riemann mapping. Given a simply 

connected triangular mesh Σ, we first punch a hole on the mesh. The hole in Fig. 3(a) is 

intentionally large for illustration purposes, while in practice, it can be very tiny. The 

boundary of the mesh is given by

We run the Ricci flow algorithm as described in Alg. 1 by setting all vertex target curvatures 

to be zero, including the boundary vertices. Then we find two boundary vertices, v1 ε γ1 and 

v2 ε γ2, and a shortest path τ connecting them. We slice Σ along τ to get a simply connected 

mesh . By using the metric obtained by the Ricci flow, we flatten  isometrically onto the 

plane, where γ1 and γ2 are mapped to parallel straight lines. By a planar rigid motion, γ1 and 

γ2 are mapped to vertical lines, as shown in Fig. 3(b).

We use an exponential map to map the planar strip to the annulus in Fig. 3(c) given by

where h is the length of γ1 on the plane. In practice, the center hole consists of a single 

triangle. Then, we fill the hole to get the mapping for the entire surface. The mapping is 

conformal, which can be verified by checkerboard texture mapping, as shown in Fig. 3(d). 

All the right corners of the checkerboard are well-preserved.
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4.3 Mapping from 5 Walls to 6 Walls in the IC

Fig. 5 demonstrates the mapping between the 5-wall CAVE and the 6-walls CAVE. We cut 

the closed cube (the 6-wall CAVE) along a cross slit at the top and map the cube to a sphere 

by the direction map

where p is a point on the cube and c is the center of the cube. Then the 6-walls CAVE is 

mapped to a sphere with slits, shown in Fig. 5(c). We then conformally map the sphere with 

the slits to the unit disk, which is illustrated in Fig. 5(d). Similarly, we map the 5-wall 

CAVE to an open sphere using the same direction map, then map the sphere to the unit disk 

using Ricci flow.

The Möbius transformation is used to align the two disk images. We choose three 

corresponding boundary vertices on both the 5-wall CAVE and the 6-wall CAVE, and use 

special Möbius transformations to map them to 1, i, −1 on the unit circle, which aligns the 

corresponding markers.

Suppose {p, q, r} are three markers on the unit circle and

maps them to {0, ∞, −1}. Let

then  is the desired Möbius transformation, which maps {p, q, r} to {1, i, −1}. Fig. 

5(b) and Fig. 5(d) show the result after the alignment.

Fig. 4 illustrates the intuition for the application of the discrete Ricci flow. We consider the 

view directions in the IC mapped onto a unit sphere and two curves. The first is an 

infinitesimal cut at the top of the sphere, which corresponds to the center of the missing 

projection wall (Fig. 4(b)). The second is the union of 4 curves that correspond to the top 

edges of the side screens in the IC projected onto the sphere (Fig. 4(d)) and they define the 

visibility boundary ∂ Σ for the central IC position. Although we can compute a conformal 

mapping between these curves, the resulting distortion would be very large near the top 

edges. Instead we cut the sphere along the curves between the cusps in the visibility 

boundary and the top curve on the sphere. The four edges shown in Fig. 4(b) are then 

mapped to ∂ Σ, reducing the perceived distortion in the image. Using this mapping, the view 

directions are then projected onto the geometry of the 5-wall IC and encoded into a cube 

map (Fig. 4(e)).
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5 Implementation Details

The 6-to-5 wall conformal map is applicable to a number of rendering modalities, however 

in practice we focus on mesh rendering, single-pass raycasting for volume data and real-time 

raytracing on the GPU. Although the conformal map is defined in the spherical space of 

view directions in the IC, we encode the distortion map in a cube-texture, which is natively 

supported on the GPU and can be sampled in both vertex shader and pixel shaders. The 

cube-map is generated in a preprocessing step, where for each pixel we reconstruct a view 

direction and sample the analytical representation of the conformal map. The normalized 

directions are stored in the RGB32F format which provides 32-bit floating point precision 

and it is the highest precision format that is supported natively on the GPU. The resolution 

of the cube-map is dependent on the distortion, and therefore on the display configuration of 

the target visualization platform. We have determined experimentally that a resolution of 

10242 per cube-map face is sufficient for a mapping to th 5-wall IC and even 5122 provides 

acceptable results if GPU memory is limited.

We first apply the conformal distortion to a mesh-based rendering pipeline. Intuitively, 

every vertex in the scene is distorted so that triangles that are projected on the top screen are 

instead projected on the 4 side screens. This transformation is defined by the following 

relationship:

(6)

In this equation, pw is the vertex position in world-space and  is the transformed position 

also in world-space. WC is the world-space to CAVE-space transformation matrix and the 

WCi and WCit are its inverse and inverse-transpose respectively. T5→6 is the conformal 

mapping from a 5-wall to a 6-wall configuration, which is the inverse of the mapping 

discussed in Sec. 3. The computation is performed in a custom vertex-shader that is bound to 

the state-set of every primitive in the scene graph. In our framework, the head node for the 

visualization cluster emits its camera information to all the rendering clients. The view 

matrix V associated with that camera is the world-space to CAVE-space transformation 

matrix. Each visualization node then computes a final view-matrix based on the target 

projection surface (e.g., front, left, etc.).

The distortion is applied in a similar fashion for volume rendering. Our framework 

integrates volume rendering tightly into the scene graph and therefore we render out the 

volume-space positions of the front and back faces of the volume bounding box. One 

possible approach for incorporating the distortion map is to tessellate the bounding box and 

apply the geometry-based approach described in this section. However, our target 

application is the exploration of the virtual colonoscopy data, in which case the starting 

positions of the rays are often defined on the camera's near clipping plane. It is more 

accurate to directly distort the ray directions per-pixel by transforming the positions on the 

near clipping plane and the back faces of the bounding volume to world-space and applying 

the following transformation:
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(7)

Note that this transformation is very similar to Eq. 6. The difference is that since we are 

transforming the view directions directly, the 6-to-5 wall conformal map has to be used. Our 

framework varies the step size for ray integration based on the voxel projection size on the 

image plane, similar to the differential sampling approach introduced by Knoll et al. [11]. 

We extend the idea further by taking into account the distortion profile of the conformal map 

along the IC y-axis and lowering the sampling density in areas of larger compressive 

distortions. Elaborate acceleration structures for empty space skipping can further improve 

the rendering speed, however for the particular task of navigating the colon dataset, such 

techniques are not necessary since most of the time the user is close to the colon wall. 

Instead we employ early ray termination [15] to stop the ray integration after finding an iso-

surface or accumulating density above a user-specified threshold. We also use stochastic 

jittering of the starting positions of the rays [21] to reduce sampling artifacts and a binary 

search for the iso-surface [23] to improve the reconstruction quality. During interaction with 

the system, we generally sample the volume data using a trilinear filter with a reduced step 

size in order to improve the response time. However, for a static camera position we render 

the images using higher order filtering on the GPU [22, 4] for both the density data and the 

on-the-fly gradient computations.

A major limitation of the geometry distortion approach is that existing shaders in the scene 

need to be modified to compute Eq. 6. This is not an issue for the virtual colonoscopy mesh 

dataset which contains a single shader, however large architectural scenes may contain 

dozens of materials. We integrate a ray-tracing renderer with our scene graph based on the 

NVidia OptiX engine [17]. OptiX accelerates ray-tracing on the GPU by defining ray-

generation, ray-scene intersections and shading programs in the CUDA [16] language which 

access traditional acceleration structures that are also stored on the GPU. Its features are 

comparable to other real-time ray-tracing approaches [19, 31]. The main advantage is that 

the distortion is applied at the ray-generation level, which is separate from the scene-graph 

and therefore much simpler to override. The distortion computation is also simplified:

(8)

Similarly to the volume rendering approach, we transform the ray direction in world-space 

dw to CAVE-space and fetch a new ray direction from the conformal map. OptiX does not 

support cube textures natively, therefore indexing the conformal map is implemented in the 

ray-generation shader. In addition to simplifying the application of the conformal map, the 

raytracing introduces a number of effects that are particularly suitable for architectural 

visualization, such as accurate lighting, dynamic shadows, reflections and refractions.

6 Experimental Results

Our conformal mapping is used for the real-time rendering of stereo image pairs in the IC 

and the distortion is computed and applied in our existing rendering framework. For the 
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evaluation of the approach, all experiments are first run on a single workstation with 2 Intel 

Xeon E5430 processors and an NVidia Quadro FX 5800 GPU with a 10242 viewport. The 

production cluster environment consists of 5 workstations with an Intel Xeon processor and 

dual NVidia Quadro FX 4600 GPUs with 10 1400 × 1500 viewports.

We first evaluate the geometry-based conformal distortion on a surface model from a virtual 

colonoscopy dataset. The triangular mesh is uniformly well-tessellated and as a result 

distorting the individual vertices as described in Sec. 5 yield acceptable rendering results. 

Fig. 6 demonstrates the conformal distortion near a known polyp. The two images on the left 

illustrate the original front and top projections in the IC. Since our platform is only partially-

immersive, the polyp would not be visible. After the distortion, the polyp is displayed on the 

front screen in the IC and its shape is preserved under the conformal mapping. Other 

sections of the viewing space would similarly be transformed to the side and the back 

screens. The mesh contains 4M vertices and the performance decreases by approximately 

1% when the distortion is applied on modern GPUs with unified shader units. The 

performance hit is significantly larger on older hardware with dedicated vertex shaders. 

Also, such GPUs have very limited texturing capability in the vertex processing pipeline, 

and as a result vertex shaders may even be emulated on the CPU leading to non-interactive 

rendering.

We also implement the conformal distortion for a single-pass ray-casting volume rendering. 

Fig. 7 illustrates the result of conformally mapping the top projection onto the front screen. 

The pair of images on the left are the original IC-correct perspective projection for the front 

and top screens. The image on the right is the result of the conformal distortion described in 

Sec. 5 for the front IC screen. Note that unlike in image-based approaches, the final result is 

rendered directly, and the original images are included only for demonstration purposes. We 

evaluate the volume rendering on a 512 × 512 × 451 16-bit CT scan of a patient's abdomen 

after digital cleansing of the colon. The rendering uses the Cook-Torrance lighting model 

with distance-based light attenuation and subtle specular highlights to assist in the 

perception of small shapes. A suspicious area is visible on the top screen, which would 

normally be missed in the IC due to the angle of the approach and the missing top screen. 

After the conformal distortion, this area is projected onto the front IC screen and the shape 

of the bumps on the colon wall is preserved. Although conformal mapping is not distance-

preserving and sizes are distorted, we provide tools to measure the distance in voxel-space. 

Since the conformal distortion map is computed in a pre-processing step, the cost of the 

initial transform of the ray direction is negligible compared to the ray integration. In practice 

the performance drop is measurable but it is less than 1% on average.

Ray-tracing is developed as a traverser object for the scene-graph and therefore it is a drop-

in replacement for the OpenGL renderer. As described in 5, the application of the distortion 

map is simplified in terms of both computation and integration with the scene. Fig. 8 

compares the projection images of the front and top screens (left pairs of images) to the 

conformally distorted front view. As before, the original images are only use for illustrative 

purposes and the final result is rendered directly. The performance of the renderer scales 

with the size of the viewport as opposed to scene complexity in the rasterization pipeline. As 

a result the ray-tracing performance for the colon mesh dataset is comparable to the OpenGL 
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rendering. Although that dataset contains geometry with uniformly-high mesh density, the 

same is not true for the architectural scene. The ray-tracing approach makes no assumptions 

regarding the tessellation of the data and provides high-quality, conformally distorted 

results, even in areas of low polygonal density. While the performance for the architectural 

scene is lower than the rasterization pipeline, it allows for interactive frame-rates and special 

effects such as glass reflections and shadows. Again, the cost of applying the distortion 

maps is negligible compared to the overall rendering and its effect on the frame-rate is 

below 1%.

In Fig. 9 we compare the conformal distortion against a non-conformal mapping of the 

viewing directions in the ray-tracer. Here, the view directions are linearly scaled along the 

longitude lines on the sphere. Although this approach also allows missing data from the top 

projection to be shown on the side screens, Fig. 9(b) shows that the spatial relationships are 

lost, particularly in areas of highly-detailed geometry. In contrast, the distances in Fig. 9(b) 

are distorted, however the local spatial structures are preserved.

Our conformal distortion is evaluated in the 5-wall IC with stereo rendering (Fig. 1) for both 

medical and architectural visualization of surface and volume data. As expected, the 

conformal distortion produces slightly unnatural images in the areas of larger compressive 

distortions. However, the benefit is that depth perception is maintained in the distorted areas 

and the user can examine the entire scene even in a partially-immersive visualization 

platform. During the navigation of the virtual colonoscopy scene, the comments from the 

radiologist indicated that this type of distortion is acceptable for immersive exploration of 

the colon since the shape of potential polyps is preserved while allowing the entire colon 

surface to be examined. Fig. 10 illustrates the conformal distortion of the IC projections for 

a snapshot of the Immersive Virtual Colonoscopy. Fig. 11 shows the effect of the distortion 

on the left, front and right IC projections for the architecture scene.

7 Conclusions And Future Work

We have presented a distortion-based visualization technique for partially immersive 

visualization platforms that allow the user to visually explore the full virtual environment. 

Our approach is based on conformal mapping, which is an angle-preserving function that 

guarantees the consistency of local shapes under deformation.

We have demonstrated our approach with rasterization, volume rendering and GPU-based 

ray-tracing for medical and architectural visualization. We avoid many of the challenges 

related to image-based approaches by rendering the final results directly, which allows for 

the generation of accurate stereo image pairs. We primarily describe an application to 

Immersive Virtual Colonoscopy in the 5-wall IC in which missing visual information for the 

top screen is rendered onto the front, back and side screens. In addition, the technique is not 

limited to medical visualization and can be applied to arbitrary display configurations that 

are topologically equivalent to a disc.

Currently, the conformal distortion is defined for a specific cut in the space of viewing 

directions. While this provides a useful visualization for medical and architectural scenes, 

the cut is not optimal for off-center viewing positions in the CAVE. One limitation is that 
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the conformal mapping is currently performed on the CPU. An NVIDIA CUDA-based 

implementation may provide adequate performance for the dynamic generation of the 

distortion map. In addition, the generated maps can be re-sampled in a pixel shader in order 

to control the distortion so that areas of interest are better preserved.
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Fig. 1. 
Shape-preserving conformal distortion is used for Immersive Virtual Colonoscopy. The 

areas that would be projected onto the missing ceiling in the Immersive Cabin (IC) (a) are 

clearly visible on the front screen under the deformation (b).
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Fig. 2. 
Circle Packing Metric.
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Fig. 3. 
Riemann Mapping Algorithm.
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Fig. 4. 
View directions in the IC are mapped to a sphere. A small cut near the top (b) is mapped to 

the visibility boundary on the sphere (d) and this mapping is used to compute the conformal 

distortion cube-map (e).
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Fig. 5. 
Algorithm for conformal mapping between a 5-wall CAVE and 6-wall CAVE.
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Fig. 6. 
Visualizing the mesh model of a patient's colon during Virtual Colonoscopy. The left pairs 

of images show the front and top views, and the image on the right shows the front view 

after conformal distortion. The shape of the polyp is preserved under the conformal 

geometry deformation.
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Fig. 7. 
Direct visualization of the raw slices from a CT scan of a patient's abdomen. The left pair of 

images shows the front and top views, and the image on the right shows the front view after 

the conformal distortion. The shape of the suspicious area on the top view is preserved under 

the volumetric conformal distortion.
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Fig. 8. 
Snapshots of an architectural fly-through using conformal mapping. For both (a) and (b), the 

left pairs of images show the front and top views, and the image on the right shows the front 

view after conformal mapping. Approximately  of the visual data on the missing top 

projection in the 5-wall configuration is presented on the front screen.
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Fig. 9. 
Comparison between (b) a non-conformal and the (c) conformal distortion. The conformal 

distortion preserves the local structure of the original image (a) around the building's sun 

screen, while visualizing the missing information from the top projection.
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Fig. 10. 
The effect of the conformal distortion is show for all projections during the Immersive 

Virtual Colonoscopy. All visual information from (a) is presented in the 5-wall IC (b) with 

local shape preservation.
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Fig. 11. 
The effect of the conformal distortion is show for the left, front and right projections during 

the architectural fly-through. Shapes in (a) are locally preserved in the global conformal 

distortion (b).
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Algorithm 1

Discrete Ricci Flow

Require: Triangular Mesh Σ, Target curvature for each vertex K
‒

i. Error threshold ε.

Ensure: Discrete metric (edge lengths) satisfying the target curvature.

1 u=[ui],v=[vi] for u,v ←0

2 while true do

3
Compute edge length lij for edge [vi;vj]: lij = e

ui + e
uj + 2cosϕije

ui+uj

4

Compute the corner angle θi
jk

 in triangle [vi;vj;vk]: θi
jk = cos−1

lij
2 + lki

2 − ljk
2

2lijlki

5

Compute the curvature Ki at vi:Ki = {2π − Σ vi,vj,vk ∈Σθi
jk, vi ∉ ∂Σ

π − Σ vi,vj,vk ∈Σθi
jk, vi ∉ ∂Σ

K = Ki

6
if max ∣ K

‒
i − Ki ∣ <ε then

7 return the discrete metric lij

8 end if

9
Update u: Compute the Hessian Matrix H,Hij=

∂ Ki
∂uj

 u ← u − H −1(K‒ − K)

10 end while
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