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ABSTRACT

Virtual Reality (VR) users often experience postural instability, i.e.,
balance problems, which could be a major barrier to universal us-
ability and accessibility for all, especially for persons with balance
impairments. Prior research has confirmed the imbalance effect,
but minimal research has been conducted to reduce this effect. We
recruited 42 participants (with balance impairments: 21, without
balance impairments: 21) to investigate the impact of several audi-
tory techniques on balance in VR, specifically spatial audio, static
rest frame audio, rhythmic audio, and audio mapped to the center of
pressure (CoP). Participants performed two types of tasks - standing
visual exploration and standing reach and grasp. Within-subject
results showed that each auditory technique improved balance in VR
for both persons with and without balance impairments. Spatial and
CoP audio improved balance significantly more than other auditory
conditions. The techniques presented in this research could be used
in future virtual environments to improve standing balance and help
push VR closer to universal usability.

Keywords: Virtual Reality, balance, postural stability, auditory
feedback, VR accessibility, VR usability, Head-Mounted Display

Index Terms: Human-centered computing—Visualization—Visu-
alization techniques—Virtual Reality; Human Computer Interaction
(HCI)—Visualization design and evaluation methods—User studies

1 INTRODUCTION

Over one billion people (15%) around the world have disabilities [1].
Virtual reality (VR) is not accessible to many persons with disabil-
ities [2, 17, 18, 23, 51]. Unfortunately, these populations are rarely
consulted during VR research and development, which can result
in noninclusive and inaccessible experiences. For example, persons
with balance impairments (BI) may not be able to stand safely in
VR experiences. This limitation may prevent users from engaging
in parts of the VR experience. In addition to affecting persons with
BI, VR Head Mounted Displays (HMDs) also significantly disrupt
the balance of users without BI [16, 35, 45]. However, minimal
research has been conducted to reduce this effect. If these imbal-
ance issues could be mitigated, both persons with and without BI
could more readily benefit from consumer VR applications (e.g.,
education, physical fitness, and entertainment).

In assistive technology research, there have been numerous feed-
back techniques of various modalities [19, 53] created to help im-
prove balance in reality. For example, researchers have used vi-
brotactile feedback to improve the balance of persons with low
vision [63]. Visual feedback also has been used to improve bal-
ance [7,58,61] . However, there has been minimal research into how
auditory feedback can affect balance in VR.
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In this research, we conducted empirical studies in which partici-
pants (i.e., participants with and without BI) attempted to maintain
balance while standing in VEs with various approaches to auditory
feedback (i.e., spatial, static rest frame, rhythmic, and audio based
upon Center of Pressure (CoP)). The purpose of this work is to
make immersive VR more accessible for all persons. The results
are intended to give future VR developers an understanding of how
auditory feedback can be applied to improve the accessibility of VR.

2 BACKGROUND STUDY

2.1 Imbalance in VR
Previous literature has reported that there is an imbalance effect
caused by virtual environments (VEs). In the early 2000s, a find-
ing reported that postural control mechanism was affected in VEs,
which could cause imbalance and motion sickness [59]. Participants
had less control on balance in the virtual environment than the real
environment [31]. HMDs also provided less stabilization of balance
in the virtual environment than the real environment [30]. As HMDs
block out visual feedback from the real world, participants wearing
HMDs may lose balance because of end-to-end latency and illusory
sensation of body movement caused by VEs [36,55]. Longer immer-
sion in VR environments also caused postural instability [39]. Other
works have also investigated the imbalance effects on gait (walking
patterns) [56]. Thus, balance issues are a known problem for users
in HMD-based VR. However, there have been few previous efforts
to mitigate this problem. This inspired us to investigate solutions to
improve balance in VR.

Although most previous research was focused on users without
disabilities [16, 28, 35, 45], research from Ferdous et al. [18] was
one of the few that has investigated balance in VR for persons
with multiple sclerosis (MS). They studied how different visual
components (frame rate, field of view, display resolution) affected
balance in VR for both persons with and without BI. They reported
that postural instability increases significantly with the decrease of
frame rate and field of view for the participants with BI, but no effect
of display resolution on balance was found. On the other hand, they
did not find any effect of any visual components on balance for the
participants without BI. We have replicated their visual exploration
task in our current study.

VR has a long history of enabling effective rehabilitation ap-
proaches for improving balance and gait [4, 5, 10, 14, 15, 38, 41, 44].
However, most of this work has either not used HMDs or was con-
strained to seated tasks. Thus, the effects of immersive VR with
HMDs on standing balance have minimally been studied, which
motivated us to investigate the standing balance in VR environments
with HMDs for persons with disabilities.

2.2 Assistive Technology: Auditory Feedback for Bal-
ance Improvement in the Real World

Although they have received less attention than visual feedback
approaches [20], previous studies conducted in non-VR settings
reported that auditory cues could significantly improve postural
control in the real world. For example, auditory feedback based
upon the lean of the user helped to correct posture for participants
without BI [9]. Spatial audio - audio that the user can localize in 3D
- was found to be effective in maintaining balance for participants
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with BI [57]. Ross et al. reported auditory white noise - an auditory
static rest frame - decreased postural sway for participants who were
over the age of 65 [46]. Hasegawa et al. [26] reported auditory
feedback based on center of pressure (CoP) - the center pressure
point of the supporting surface, typically measured with multiple
pressure sensors on a balance board or force plate. The authors
increased the pitch of the sound when the CoP displacement was
in the backward direction and decreased the pitch of the sound
when the CoP displacement was in the forward direction, which
improved balance for participants without BI. Also, rhythmic audio -
hearing a steady beat - improved gait in individuals with neurological
problems (e.g., multiple sclerosis, Parkinson’s) and elderly persons
[22]. However, among the different auditory techniques, spatial
audio was more heavily used as it is intended to be more realistic and
natural [11, 42]. These previous studies motivated us to investigate
whether spatial, CoP, rhythmic, static rest frame audio could improve
balance significantly for both participants with and without BI.

Very few prior studies investigated auditory techniques in a VR
environment for improving balance. For example, Gandemer et al.
investigated the postural sway of blindfolded people and reported
that spatial audio in an immersive virtual environment improved
postural stability [21]. Spatial audio was generally preferred to be
used in VR in most of the cases as it provided greater immersion
[40,64]. However, auditory feedback-based balance improvement in
an immersive VR environment has been minimally explored, which
motivated us to investigate the effect of different auditory feedback
(spatial, static rest frame, rhythmic, and CoP) on balance in the VR
environment.

3 METHODS

3.1 Hypotheses

Our study investigated the effect of different auditory conditions
(spatial, static rest frame, rhythmic, and CoP) on balance in VR
environments. Based on the knowledge from the prior assistive
technology and VR balance literature, we investigated the following
hypotheses:

H1: Each VR-based auditory condition (spatial, static rest frame,
rhythmic, and CoP) will improve balance significantly more than
the no audio in VR condition.

H2: Spatial auditory feedback may facilitate better balance than
other auditory feedback techniques.

H3: Postural stability will decrease in no audio in VR condition
compared to the baseline (non-VR) condition.

3.2 Participants, Selection Criteria, and Screening Pro-
cess

We recruited 42 participants (Male:11, Female:31) from the San An-
tonio area to investigate the effect of auditory feedback on balance in
VR. Twenty-one participants (Male:7, Female:14) aged 18-75 had BI
due to multiple sclerosis (MS) (18 participants), age (1 participant),
arthritis (1 participant), and vestibular dysfunction (1 participant).
The remaining twenty-one participants (Male:4, Female:17) were
without BI and had no MS, arthritis, vestibular dysfunction, or any
other physical issues, but they were of similar age, weight, and
height to that of the participants with BI. There were 52.4% White,
28.6% Hispanic, 23.8% African American in participants with BI.
For persons without BI, there were 19% White, 52.4% Hispanic,
28.6% African American, 9.5% American Indian, 9.5% Asian. The
mean (SD) age, height, weight, and gender details for both groups
(with and without BI) have been shown in Table 1. We had more
female participants than males in our study. This is because we
recruited from the population with MS, which is statistically more
common in females [1]. All participants were able to walk with-
out assistance. Participants were recruited from local MS support
groups, local rehabilitation hospitals, and church communities in the

Table 1: Descriptive statistics for participants

Participant
Group Participants Age (years) Height (cm) Weight (kg)

Male Female Mean SD Mean SD Mean SD
BI 7 14 46.5 13.0 164.84 12.62 82.79 22.18

Without BI 4 17 43.2 12.6 164.33 12.7 85.25 17.96

local area. Verbal recruitment from the authors, email lists, websites,
and flyers were the primary means for recruiting.

Screening Process: First, we interviewed every potential par-
ticipant by phone to verify if they were qualified for this study. For
example, we asked them some simple questions first, including the
year and date (to loosely assess mental faculties) and demographic
information. We did not select any person who could not understand
the questions or did not have English language fluency. Then we
asked them about the causes of their balance problems if known. We
also ensured that participants were demographically similar (i.e., age,
height, weight) across populations. We excluded the participants
from the study who were on medication to improve their balance or
could not stand without assistance.

3.3 System Description
We used the following equipment for our study.

Balance Measurement: BTrackS Balance Plate was used to
measure participants’ balance in each condition. The sampling
frequency of the balance plate was 25 HZ, which would yield a total
of 500 data points in a 20-second trial, for example.

Safety Equipment: A harness supported all participants to
prevent them from sudden falls. The harness was attached to a
partial weight-bearing suspension system. Both the harness and the
suspension system were from Kaye Products Inc.

Computers, VR Equipment, and Software: We designed the
VEs in Unity3D. The HTC Vive had a 2160 x 1200 pixel resolution
with a refresh rate of 90 Hz and a 110-degree field of view. We
used integrated HMD headphones for hearing different audios for
our study. Vive controllers were used for the standing reach and
grasp task. We used a computer in this study to render the VE
and record the data. The system was equipped with Intel Core i7
Processor (4.20 GHz), 32 GB DDR3 RAM, NVIDIA GeForce RTX
2080 graphics card, and a Windows 10 operating system. We used
the NI LabView software (v. 2020) to gather data from the BTrackS
Balance Plate and streamed the data to Unity3D through sockets.

Environment: Our lab had sufficient open space (> 600sq ft.)
in a temperature-controlled environment. Only the participant and
experimenters were allowed in the lab for the duration of the study.

3.4 Study Conditions
We investigated four types of VR-based auditory feedback tech-
niques and a condition with no audio to examine how auditory
feedback can affect balance in VR. We used white noise for auditory
feedback instead of music or user-selected audio tones because white
noise has been shown to change the signal-to-noise ratio and im-
prove performance due to the stochastic resonance phenomena [27].
Auditory white noise was also reported to be effective in reducing
postural sway in many previous non-VR studies [25, 47, 49, 66].

3.4.1 Spatial Audio
This was 3D audio played in headphones. Specifically, we played
spatialized white noise from Unity3D so that as the user turned their
head, the noise played at different volumes in each ear to simulate
the real stationary audio source. We used Google resonance audio
SDK in Unity for audio spatialization as the plugin uses head-related
transfer functions (HRTFs) and thus more realistically models 3D



Figure 1: The participants were supported by a harness while they
performed the standing visual exploration task (VR environment),
standing on balance board and wearing the HMD (left) and study
procedure (right).

sound than the unity default [11,42]. The X, Y, and Z coordinates of
the 3D audio source in the VE relative to the participant’s head were
-2.45, -1.43, -1.76. We based this on the known facts that auditory
feedback plays a role in balance in the real world [21, 57].

3.4.2 Static Rest Frame Audio
This is white noise played in headphones. It had no relation to the
listener’s position. This technique was also reported in prior non-VR
studies to improve balance in elderly individuals [46].

3.4.3 Pitch and stereo pan feedback on Center of Pressure
(CoP)

We played white noise in headphones, similar to static rest frame
audio, but the pitch and stereo pan changed based on the center of
pressure path obtained from the balance board. In Unity3D, we
mapped the pitch to the center of pressure from x coordinate of
the balance plate and stereo pan to the center of pressure from y
coordinate of the balance plate [26].

3.4.4 Rhythmic Audio
We played a white noise beat at every 1-second interval. Previous
literature suggested that hearing a steady beat can improve balance
and gait in both individuals with neurological problems and in the
elderly in non-VR environments [22].

3.4.5 No Audio
We used this to measure participant’s balance in VR with no au-
ditory feedback. Participants still wore the headphones to make it
consistent with other conditions, but no audio was played.

3.5 Auditory Feedback Setup
We attached the audio to sound sources in Unity3D and modified
them based on our study conditions. For each auditory feedback
condition, we had a different Unity scene. When the user was
ready, we ran the corresponding scene at the beginning of each
condition to activate the auditory feedback. We played the scenes
in counterbalanced order for all participants to reduce the learning

Figure 2: Comparison between real environment (left) and virtual
environment (right) for standing visual exploration task.

effect. The audio was played through the integrated headphones
in the wireless HMD at the start of both tasks. Audio volume was
adjusted to the level that the participant felt was comfortable.

3.6 Study Procedure
The study was approved by Institutional Review Board (IRB). We
sterilized all pieces of equipment (e.g., HMD, controllers, balance
board, objects, harness, and suspension system) before each user
study. At the beginning of the study, the participants filled out a
COVID-19 screening questionnaire form, and their body temperature
was measured. Then the participant read and signed a consent form.
The participants answered handedness questions, which we used to
determine their dominant and non-dominant hands [13]. Then we
described the whole study procedure. Next, the participants were
attached to the harness and the suspension system. The participants
were supported by the harness, stood on balance board, and were
barefoot for the entire study session. Fig. 1 shows the participant
completing the standing visual exploration task (left) and study
procedure (right).

3.6.1 Pre-Session Questionnaires
At the beginning of the study, the participants filled out an Activities-
specific Balance Confidence (ABC) [52], and a Simulator Sickness
Questionnaire (SSQ) [32].

3.6.2 Tasks
Participants performed a standing visual exploration task and a
standing reach and grasp task. Tasks were conducted in both a
VR environment and a non-VR environment. The VEs were the
replications of the real environments. We ensured that both tasks
were performed in a counterbalanced order to mitigate the possibility
of confounding variables such as the learning effect.

Standing Visual Exploration Task: A pre-recorded instruc-
tion was played at the beginning of each condition and trial which
directed participants to look at markers placed at different locations
throughout the room. The markers had directional labels, and the
instruction told them to look at a specific marker. The instruction
had two seconds of delay between one direction and another. The
total duration was three minutes. We placed different markers –
‘Left’, ‘Right’, ‘Top’, ‘Bottom’, ‘Front’ in respective directions in
the lab. We observed the participants’ head movements and images
rendered to ensure the participants were following the instructions.
This simple task only required participants to look at the markers
as directed. We wanted all the participants to observe the lab in
a controlled fashion to make it consistent for all participants. The
participants were standing straight on the balance board and not
allowed to move their bodies, except for their heads, while exploring



the VE. We collected real-time balance data from BTrackS Balance
Plate. Fig. 2 shows the real environment and corresponding VE. We
replicated the task presented in [18] to develop the standing visual
exploration task. We chose to perform this motor task in a laboratory
VE because we wanted to compare their balance in the VE lab to
their balance in the real lab.

Standing Reach and Grasp Task: Participants reached for
and grasped real objects within their reach. We placed four objects
(cube - 5.08 cm width) on the marked places on the table. The dis-
tance between every two objects was 24 cm. The balance board was
placed on the ground in alignment with the middle of the table. The
distance from the table to the balance board was 12 cm. Participants
were barefoot and positioned each foot on the marked places on
the balance board. Participants rested their non-dominant hands on
the upper thigh and used the dominant hand to reach and grasp the
objects. We allowed participants to reach the objects by leaning
forward to a maximum comfortable distance without lifting their
heels off the balance board and standing straight. We instructed
the participants to grasp the four objects in random order, lift the
objects to chest level, and put them back in the same place. We
followed [12] to implement this task. Fig. 3 shows the workspace
and a comparison between the real environment and VE for this
task. We chose this motor task, because reaching is a crucial part of
everyday activities, has been used for balance measurement, and is
common in VR [6, 29, 60].

3.6.3 Baseline Measurements without VR

The participants stood on a BTrackS Balance Plate while they were
supported by a harness to protect them from falling. Then we mea-
sured their balance for the standing visual exploration task and
standing reach and grasp task with three trials each. Each trial was
three minutes long.

3.6.4 VR Tasks

These are all replications of the above baseline tasks, except they
were performed in VR, and thus there were subtle differences. Par-
ticipants used the HTC Vive HMD to observe the VE for both virtual
tasks. We repeated the following tasks for four different auditory
conditions and a no audio VR condition with three trials for each ses-
sion while the auditory conditions and tasks were counterbalanced.

Standing Visual Exploration Task in VR: Participants fol-
lowed the same recorded instructions as the one used for real-world
balance measurement to explore the VE. We placed the virtual mark-
ers in the same location and the same size as the baseline measure-
ment. The measurements were the same as in the baseline standing
visual exploration task.

Standing Reach and Grasp Task in VR: Participants reached
for and grasped virtual objects within their reach with their dominant
hand using the controllers. When the participants touched the virtual
objects with the controller, the object’s color changed to red. Then
the participants pulled the controller trigger to grasp the objects,
brought them to chest level, and released the trigger when they
returned the object to the same place. The virtual environment and
measurements were the same as the baseline task.

3.7 Post-Session Questionnaires

Finally, the participants filled out an SSQ and demographic ques-
tionnaire at the end of the study.

The whole study took around two hours for the participants to
complete. Each participant received a payment of 30 US dollars per
hour and money for parking fees at the end of the study.

Figure 3: Standing reach and grasp task: (A) Workspace (B) Real
environment (C) Virtual environment

4 METRICS

4.1 Center of Pressure (CoP) Velocity
Center of Pressure (CoP) [50] velocity is the primary metric of bal-
ance in our study. We chose to use CoP velocity because it is widely
used as a valid measurement to assess balance [34]. We calculated
CoP from the four pressure sensors of the BTrackS Balance Plate,
applying the following formula by Young et al. [65]:

CoP(X ,Y ) =
∑

4
i=1 Weighti ∗ (xi,yi)

∑
4
i=1 Weighti

(1)

Where (xi,yi) = coordinates of the pressure sensor i, Weighti =
weight or pressure data on the ith sensor, and CoP(X ,Y ) = coordi-
nates of the CoP.

Then, we computed the CoP path for all samples using the fol-
lowing formula.

CoP Path =
n−1

∑
i=1

√
(CoPi+1X −CoPiX)2 +(CoPi+1Y −CoPiY )2

(2)
Here, CoPiX = X coordinate of CoP at ith second, and CoPiy = Y

coordinate of CoP at ith second.
Finally, we calculated CoP velocity by dividing the CoP path for

all samples by total data recording time for all samples (T).

CoP Velocity =
CoP Path

T
(3)

4.2 Activities-specific Balance Confidence (ABC) Scale
ABC is a 16 item questionnaire where each item asks about partici-
pant’s confidence in doing a specific daily life activity [43]. ABC
score is calculated by the sum of the percentages from each question
(1-16) for a maximum total of 1600. The sum is then divided by 16
to give the ABC%.

4.3 Simulator Sickness Questionnaire
Simulator Sickness Questionnaire (SSQ) is a 16 item questionnaire
where each item asks about participant’s physiological discomfort
[32]. This measure is needed to identify participants who are prone
to severe cybersickness and investigate the correlation with postural
instability.

5 STATISTICAL ANALYSIS

We used the Shapiro-Wilk test for checking data normality. We found
the data was normally distributed for participants with and without
BI for both tasks; p = .321, w = 0.89. Then to find any significant
difference in CoP velocities, we performed a 2×6 mixed-model
ANOVA where we had two between-subject factors (participants



with BI and participants without BI) and six within-subject factors
(six study conditions: baseline, spatial, static, rhythmic, CoP, and no
audio). When there was a significant difference, we conducted post-
hoc two-tailed t-tests for within and between-group comparisons.
For analyzing cybersickness, we also used two-tailed t-tests between
pre-session SSQ score and post-session SSQ score for both groups
of participants separately. We also performed two-tailed t-tests
between the ABC score of both groups of participants to evaluate
the difference in physical ability. We applied Bonferroni correction
for all tests that involved multiple comparisons.

6 RESULTS

We compared CoP velocities between study conditions and obtained
the following results.

6.1 Within Group Comparisons on CoP Velocity
After performing ANOVA tests, we found a significant difference
for participants with BI, F(5,120) = 21.4, p < .001 for standing
visual exploration task and F(5,120) = 46.07, p < .001 for standing
reach and grasp task. We also obtained a significant difference for
participants without BI, F(5,120) = 21.64, p < .001 for standing
visual exploration task and F(5,120) = 39.13, p < .001 for standing
reach and grasp task. Then we performed the following pair-wise
comparisons using two-tailed t-tests for both groups separately to
find differences between particular study conditions.

6.1.1 Baseline vs. No Audio
Standing Visual Exploration Task: Experiment results did not

show any significant difference between no audio (Mean, M = 4.67,
Standard Deviation, SD = 1.63) and baseline (M= 4.38, SD = 1.57)
condition; t(20) = 1.72, p = .101, r = 0.88 for participants with BI.
Similarly, we did not observe a significant difference between no
audio (M = 4.08, SD = 1.33) and baseline (M= 3.89, SD = 1.49)
condition; t(20) = 1.11, p = .279, r = 0.86 for participants without
BI.

Standing Reach and Grasp Task: We did not obtain any
significant difference between no audio (M = 6.44, SD = 1.48) and
baseline (M= 6.21, SD = 1.14) condition; t(20) = 1.14, p = .267, r
= 0.80 for participants with BI. We also did not find a significant
difference between no audio (M = 5.63, SD = 1.18) and baseline
(M= 5.27, SD = 0.97) condition; t(20) = 2.43, p = .024, r = 0.82 for
participants without BI. Although we expected a significant increase
of CoP velocity in no audio in VR than the baseline condition, that
did not happen in this case.

6.1.2 No Audio vs. Spatial Audio
Standing Visual Exploration Task: For participants with BI,

CoP velocity was substantially lower in the spatial condition (M =
1.22, SD = 0.84 ) than no audio condition; t(20) = 12.17, p < .001,
r = 0.61. For participants without BI, we also observed in spatial
condition (M = 1.07, SD = 0.95) CoP velocity was significantly
lower than no audio condition; t(20) = 10.02, p < .001, r = 0.30.

Standing Reach and Grasp Task: For participants with BI,
the obtained CoP velocity was significantly less in spatial (M = 2.07,
SD = 0.92 ) than no audio condition; t(20) = 12.72, p < .001, r
= 0.22. For participants without BI, we also found CoP velocity
was significantly less in spatial (M = 1.94, SD = 0.88) than no
audio condition; t(20) = 11.71, p < .001, r = 0.04. Thus, spatial
audio performed better than no audio in VR for both standing visual
exploration and standing reach and grasp tasks.

6.1.3 No Audio vs. CoP Audio
Standing Visual Exploration Task: CoP condition (M = 1.41,

SD = 1.15) improved balance (i.e., decreased CoP velocity) signif-
icantly than no audio condition; t(20) = 10.85, p < .001, r = 0.56

Figure 4: CoP velocity comparison between study conditions for
standing visual exploration task.

for participants with BI. We also observed CoP velocity was signif-
icantly lower in CoP audio (M = 1.23, SD = 0.97 ) than no audio
condition; t(20) = 10.38, p < .001, r = 0.44 for participants without
BI.

Standing Reach and Grasp Task: The obtained CoP velocity
was considerably less in CoP (M = 2.27, SD = 1.16) than no audio
condition; t(20) = 9.58, p < .001, r = -0.12 for participants with
BI. We also found CoP velocity was significantly less in CoP audio
(M = 2.15, SD = 0.93 ) than no audio condition; t(20) = 10.42, p <
.001, r = -0.04 for participants without BI. Therefore, the CoP audio
condition outperformed no audio in VR condition for both tasks.

6.1.4 No Audio vs. Static Audio
Standing Visual Exploration Task: For participants with BI,

experimental results disclosed that CoP velocity was significantly
less in static (M = 2.70, SD = 1.40 ) than no audio condition; t(20)
= 8.19, p < .001, r = 0.75. For participants without BI, we also
observed CoP velocity was significantly less in static audio (M =
2.49, SD = 1.36 ) than no audio condition; t(20) = 7.30, p < .001, r
= 0.73.

Standing Reach and Grasp Task: The obtained CoP velocity
was significantly less in static (M = 4.24, SD = 1.22) than no audio
condition; t(20) = 6.36, p < .001, r = 0.33 for participants with
BI. We also discovered that CoP velocity was substantially lower in
static audio (M = 3.46, SD = 1.29) than no audio condition; t(20) =



6.52, p < .001, r = 0.24 for participants without BI. Hence, static rest
frame audio also performed better than the no audio in VR condition
for both tasks.

6.1.5 No Audio vs. Rhythmic Audio

Standing Visual Exploration Task: Experiment results re-
vealed that CoP velocity was significantly less in rhythmic (M =
3.01, SD = 1.77) than no audio condition for participants with BI;
t(20) = 10.77, p < .001, r = 0.92. We also noticed that CoP velocity
was significantly decreased in rhythmic audio (M = 2.30, SD = 1.33)
than no audio condition for participants without BI; t(20) = 6.99, p
< .001, r = 0.62.

Standing Reach and Grasp Task: The obtained CoP velocity
was significantly reduced in rhythmic (M = 4.10, SD = 1.51) than
no audio condition for participants with BI; t(20) = 6.80, p < .001,
r = 0.45. We also found CoP velocity was significantly diminished
in rhythmic audio (M = 3.33, SD = 1.41 ) than no audio condition
for participants without BI; t(20) = 6.27, p < .001, r = 0.17. Thus, it
can be claimed that rhythmic audio outperformed no audio in VR
condition.

6.1.6 Rhythmic Audio vs. Spatial Audio

Standing Visual Exploration Task: We found that CoP veloc-
ity significantly decreased in spatial than rhythmic audio condition
for both participants with BI (t(20) = 5.38, p < .001, r = 0.52) and
for participants without BI (t(20) = 4.09, p < .001, r = 0.31).

Standing Reach and Grasp Task: From mixed ANOVA and
post-hoc two-tailed t-test we noticed that CoP velocity was signifi-
cantly less in spatial than rhythmic audio condition for participants
with BI (t(20) = 6.41, p < .001, r = 0.37) and for participants without
BI (t(20) = 5.53, p < .001, r = 0.58). These results indicated that
spatial audio could be preferred over rhythmic audio for balance
improvement.

6.1.7 Rhythmic Audio vs. CoP Audio

Standing Visual Exploration Task: Experiment results sub-
stantiated that CoP velocity was significantly less in CoP audio than
rhythmic audio condition for participants with BI (t(20) = 4.68, p
< .001, r = 0.49) and for participants without BI (t(20) = 5.12, p <
.001, r = 0.70).

Standing Reach and Grasp Task: The obtained CoP velocity
was significantly lower in CoP than rhythmic audio condition for
participants with BI (t(20) = 4.73, p < .001, r = 0.14) and for
participants without BI (t(20) = 5.15, p < .001, r = 0.67). The
outcomes supported that CoP audio might be better than rhythmic
audio for improving balance in VR.

6.1.8 Rhythmic Audio vs. Static Audio

Standing Visual Exploration Task: Experiment results re-
vealed that there is no significant difference between rhythmic audio
and static audio condition for participants with BI (t(20) = 1.24, p
= .229, r = 0.77) and for participants without BI (t(20) = 0.99, p =
.333, r = 0.78).

Standing Reach and Grasp Task: We also did not obtain
a significant difference between rhythmic audio and static audio
condition for participants with BI (t(20) = 0.64, p = .532, r = 0.77)
and for participants without BI (t(20) = 0.97, p = .344, r = 0.90).
Thus, the results did not clearly indicate which audio could be chosen
between rhythmic and static rest frame for balance improvement.

Figure 5: CoP velocity comparison between study conditions for
standing reach and grasp task.

6.1.9 Static Audio vs. Spatial Audio
Standing Visual Exploration Task: Experiment results sub-

stantiated that CoP velocity was significantly lower in spatial audio
than static audio condition for participants with BI (t(20) = 6.04, p
< .001, r = 0.60) and for participants without BI (t(20) = 5.69, p <
.001, r = 0.56).

Standing Reach and Grasp Task: The obtained CoP veloc-
ity was significantly less in spatial than static audio condition for
participants with BI (t(20) = 8.31, p < .001, r = 0.41). The same
result was found for participants without BI (t(20) = 6.48, p < .001,
r = 0.56). As a result, spatial audio could be favored over static rest
frame for balance improvement in VR.

6.1.10 Static Audio vs. CoP Audio
Standing Visual Exploration Task: We discovered that CoP

velocity was significantly less in CoP audio than static audio condi-
tion; t(20) = 5.38, p < .001, r = 0.64 for participants with BI and for
participants without BI (t(20) = 6.87, p < .001, r = 0.79).

Standing Reach and Grasp Task: CoP velocity was signif-
icantly less in CoP than static audio condition; t(20) = 6.04, p <
.001, r = 0.22 for participants with BI and for participants without
BI (t(20) = 5.49, p < .001, r = 0.56). Results displayed that CoP
audio performed significantly better than static rest frame audio for
both tasks.

6.1.11 CoP Audio vs. Spatial Audio
Standing Visual Exploration Task: Experiment results did not

show a significant difference between spatial audio and CoP audio
condition for both participants with BI (t(20) = 1.16, p = .13, r =
0.77) and participants without BI (t(20) = 0.68, p = .253, r = 0.30).



Table 2: Summarized results for pairwise comparisons

Comparisons Standing Visual
Exploration

Standing Reach
and Grasp

BI Without BI BI Without BI
Spatial vs. Static p <.001 p <.001 p <.001 p <.001
Spatial vs. Rhythmic p <.001 p <.001 p <.001 p <.001
Spatial vs. CoP p <.001 p <.001 p <.001 p <.001
Spatial vs. No audio p <.001 p <.001 p <.001 p <.001
Static vs. Rhythmic p >.05 p >.05 p >.05 p >.05
Static vs. CoP p <.001 p <.001 p <.001 p <.001
Static vs. No audio p <.001 p <.001 p <.001 p <.001
Rhythmic vs. CoP p <.001 p <.001 p <.001 p <.001
Rhythmic vs. No audio p <.001 p <.001 p <.001 p <.001
CoP vs. No audio p <.001 p <.001 p <.001 p <.001
Baseline vs. No audio p >.05 p >.05 p >.05 p >.05

Standing Reach and Grasp Task: We discovered similar re-
sults in this case as the standing visual exploration. We did not
obtain a significant difference between spatial and CoP audio condi-
tion for participants with BI (t(20) = 0.72, p = .238, r = 0.31) and for
participants without BI (t(20) = 0.97, p = .172, r = 0.39). Therefore,
the results did not indicate which audio can be preferred between
spatial and CoP for improving balance in VR environments.

Fig. 4 and Fig. 5 represents the experimental results for standing
visual exploration task and standing reach and grasp task, respec-
tively. Table 2 represents the summarized results.

6.2 Between Group Comparisons

Results from mixed-model ANOVA and post-hoc two-tailed t-tests
indicated that there was a significant difference in CoP velocities for
baseline conditions between the two groups (participants with and
without BI); t(20) = 8.31, p < .001, r = 0.41. However, we did not
observe any significant difference between other study conditions.

6.3 Activities-specific Balance Confidence (ABC) Scale

We administered the Activities Specific Balance Scale (ABC-16)
for both participants with and without BI, which can be interpreted
as follows: 80% = high level of physical functioning; 50-80% =
moderate level of physical functioning; < 50% = low level of physi-
cal functioning. We performed a two-tailed t-test between the ABC
score of the participants with BI (M = 70.83, SD = 24.83) and those
without BI (M = 91.76, SD = 13.71), t(20) = 3.38, p < .001. The
mean ABC score of the participants with BI was 70.83%, indicating
the participants with BI had a moderate level of physical functioning.
On the other hand, the mean ABC score of the participants without
BI was 91.76%, confirming their high level of physical functioning.

6.4 Simulator Sickness Questionnaire

We performed a two-tailed t-test between pre-session SSQ score
and post-session SSQ score for both groups of participants with BI
and those without BI. We did not find any significant difference
between the pre-session SSQ score and post-session SSQ score for
both groups of participants. We obtained t(20) = 1.72, p = .08, r =
0.6 for participants with BI and t(20) = 1.72, p = .06, r = 0.77 for
participants without BI.

7 DISCUSSION

7.1 Effect of Auditory Conditions on Balance in VR

Balance improves with the decrease of CoP velocity [48, 62]. We
observed the following differences in balance from our experimental
results.

7.1.1 No Audio in VR vs. All Auditory Conditions in VR
Experimental results showed that the CoP velocity was significantly
lower in all audio conditions compared to the no audio in VR condi-
tion for both participants with and without BI for both tasks (standing
visual exploration and standing reach and grasp). Thus, we can say
that spatial, CoP, rhythmic, and static rest frame audio improved bal-
ance significantly for both the participants with and without BI. As a
result, hypothesis 1 cannot be rejected. These results supported prior
studies where they reported auditory white noise [25,47,49,66], spa-
tial [21,57], CoP [26], static rest frame [46], and rhythmic audio [22]
improved balance in the real-world environments.

However, the results indicated a difference compared to prior
work [18] where they investigated the effect of visual feedback on
balance using the standing visual exploration task for both partic-
ipants with and without BI in VR. They reported that the visual
feedback improved balance for the people with BI, but they did not
find any significant effects of any visual conditions on balance for the
people without BI. However, our experimental results suggested that
the auditory feedback improved balance for both participants with
and without BI. We hypothesized from the results that the specific
auditory feedback approaches evaluated might perform better than
the visual feedback. Similar results were found in prior studies [3]
where auditory feedback was more effective than visual feedback
during walking in VR.

7.1.2 Comparison Between All Auditory Conditions in VR
The experimental results demonstrated differences between the audio
conditions. Results suggested that spatial and CoP audio conditions
perform significantly better than the rhythmic and static rest frame
audio conditions in both tasks of standing visual exploration and
standing reach and grasp for both the participants with and without
BI. However, there was no significant difference statistically between
groups in the spatial and CoP audio conditions. The reason behind
this could be that both the tasks analyzed were stationary tasks using
a simple VE. Otherwise, spatial audio would have a greater impact on
an individual in motion as spatial audio provides greater immersion
and stabilization in an immersive VR environment [40, 64]. Thus,
hypothesis 2 was only partially supported.

Furthermore, static rest frame audio performed somewhat better
than rhythmic audio except in standing visual exploration tasks
for participants without BI, where rhythmic audio outperformed
static rest frame audio slightly. We hypothesized that this happened
because the participants with BI were more focused on keeping
their balance during the visual exploration task than maintaining
synchronicity with the rhythmic audio beat. From the post-session
comments of the participants, we observed that participants without
BI were often able to effectively follow the command pattern of pre-
recorded instruction (e.g., left, right, top, bottom, front) for standing
visual exploration task which might have given them an advantage
in contrast with balance-impaired individuals who might have had
a little more fatigue as we noticed that they rested longer than the
participants without BI in-between conditions. However, we did
not obtain a significant difference between groups for rhythmic and
static rest frame audio conditions.

In our study, we discovered spatial audio outperformed all other
auditory conditions. Prior work also found that spatial auditory
feedback was the most preferred over other types as it provided
greater fidelity [11, 42] and immersion [40, 64]. However, minimal
prior work quantitatively compares spatial audio to other audio
techniques with respect to the effects on balance in VR.

7.2 Significant Effect of Auditory Changes with Position
The auditory conditions improved balance in VR but to a differing
amounts. The results demonstrated that spatial and CoP audio im-
proved balance significantly more than other auditory conditions.
Spatial and CoP audio were related to participant’s position, i.e.,



when the participants leaned slightly in any direction while standing
on the balance board or moved their heads, there was a change in
audio volumes. As these two auditory conditions performed signifi-
cantly better than other auditory conditions, we hypothesized that the
audio volume that changes with participant’s positioning provides
significantly better feedback to the participants to correct their pos-
ture. However, spatial audio may be subjectively preferred over CoP
audio as spatial audio provides greater immersion in VR [40, 64].

7.3 Between Group Comparisons

The ABC scores indicated that participants with BI had potentially
lower physical functionality than participants without BI. Thus, it
was reasonable to have the difference in CoP velocities between
baseline conditions for the two groups. However, there was no
significant difference between other conditions in VR. For further
investigation, we subtracted baseline data from all situations to see
which group improved balance the most. Then, we performed a
mixed ANOVA and post-hoc two-tailed t-tests across two groups
which demonstrated that the participants with BI improved balance
significantly more than those without BI. We anticipated that because
the participants with BI had reduced balance functioning, they might
have a better chance of improving balance in VR than those without
BI. This result was also substantiated by the prior work where they
found that participants with BI improved balance and gait signifi-
cantly more than the participants without BI [24]. We hypothesized
that as the participants with BI improved balance significantly more
than the participants without BI in VR, we did not get any significant
difference between the two groups in VR even though there was a
significant difference between baseline conditions.

7.4 Effect of Virtual Environment

We evaluated no audio condition in VR and the baseline condition
without VR. We found the CoP velocity was slightly higher, albeit
not significantly, in the no audio in VR condition compared to the
baseline condition for both standing visual exploration and standing
reach and grasp tasks for both groups of participants. Although
significant differences were not found, prior research suggested that
postural instability generally increases in VR [16, 54], leading to
increased CoP velocity in VR than in a baseline condition. We
suspected that if we recruited more participants, we would see sig-
nificant differences in the no audio in VR and baseline conditions.

7.5 Cybersickness

We did not find a significant difference between the pre-session
SSQ score and the post-session SSQ score for both participants
with and without BI, which indicated that participants were not
affected by cybersickness. Participants might have developed mild
cybersickness as our study had two different tasks, each task had
six different conditions, and each condition had three trials which
made the study take almost two hours to complete. Cybersickness is
common when engaged in VR activities for over 10 minutes [8, 33].
However, our environment was simple and designed to minimize
cybersickness as there was no illusory self-motion [37]. Therefore,
we assumed that cybersickness did not affect CoP velocity results.

7.6 Limitations

Participants were informed about the whole study procedure at the
beginning of the study. Then we had a few trials with them until
they were comfortable with the experimental procedure. We also
had three baseline trials for each of the two tasks before starting the
auditory conditions in VR. Each baseline trial duration was three
minutes. However, the baseline could be extended for more trials.
We did not do that as the study took almost two hours to complete and
included participants with balance impairments who had potentially
lower physical functionality. However, we counterbalanced both

tasks and the auditory conditions in VR to mitigate the learning
effects.

For designing our CoP audio condition, we streamed the CoPx
and CoPy data from the balance board to Unity through sockets and
mapped the CoPx to pitch and CoPy to stereo pan for providing
participants CoP audio feedback according to their positioning on
the balance board. However, it is unclear how our results for this
condition would be affected at lower levels of latency. While we did
not measure end-to-end latency, the additional network latency in
this condition was negligible.

We did not adjust the table height based on the participant’s height
for the standing reach and grasp task, which could have affected
results. However, there were no significant differences in the heights
of the participants (Table 1) and thus, we expected it had a minimal
effect.

Participants used harnesses for the whole study to protect them-
selves from falling, which might have improved their balance slightly.
However, to make the study procedure consistent and safe, we re-
quired all participants to use the harnesses regardless of whether they
had balance impairments or not. Thus, studies looking at balance
not using a harness may have different results.

The study duration was quite long and required participants to
hear the white noise standing in one place. This often caused fatigue,
and individuals had to rest for a few minutes, taking the HMD
off between different trials. This might have allowed participants
to regain spatial awareness and regain balance which might have
skewed data.

We calculated mean CoP velocity, which is a very popular metric
for balance measurement [34]. However, we did not measure full-
body movement.

Due to COVID-19 and our targeted test population, primarily
persons with BI due to MS, the recruitment process was difficult as
many potential participants had compromised immune systems mak-
ing them at high risk for COVID-19. Thus, they did not participate
in the study. If the study had been done outside of COVID-19, we
would have been able to recruit more participants. In that case, we
might have found a significant difference between no audio in VR
and the baseline for within group comparisons. We also might have
found more significant differences among different study conditions
in VR for between group comparisons. More research is needed to
confirm this.

8 DESIGN IMPLICATIONS

Spatial and CoP auditory feedback performed significantly better
than rhythmic and static rest frame audio conditions. Thus, spatial
and CoP audio can be used in future VR environments to improve
balance for VR users, especially for participants with balance impair-
ments. However, spatial audio might be favored over CoP audio, as
spatial audio renders greater immersion [40, 64] and fidelity [11, 42]
in VR. Hypothetically, audio techniques may interfere with presence
less than visual techniques, for example, because most VEs are pre-
dominantly visual experiences. In the future, we plan to investigate
how different modalities of feedback, e.g., visual, auditory, tactile,
affect balance in VR. Also, end-to-end latency might need to be
considered, which we did not measure in our study.

9 CONCLUSION

In this paper, we evaluated the effect of different auditory feedback
techniques on balance in VR. All auditory conditions (spatial, CoP,
rhythmic, and static rest frame) improved balance significantly in our
study. Spatial and CoP audio significantly outperformed rhythmic
and static rest frame audio. However, there was no significant differ-
ence between spatial and CoP audio or between rhythmic and static
rest frame audio. The results will help researchers better understand
the different kinds of auditory feedback for maintaining balance in
an HMD-based VE. Moreover, this research can help developers



create VR experiences that are more usable and accessible to per-
sons with and without balance impairments. In our future work, we
will include locomotion tasks and investigate the effectiveness of
auditory feedback for gait improvement.
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