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Figure 1: (a) We present RemoteTouch for emulating hand touch between two remote users in an immersive 3D video communication
environment as if they were sitting on different sides of a glass window. (b) The multiple RGBD cameras installed around a large
display provide good rendering for user’s body for immersive video communication but fail to capture and render the hand as it
closes to screen. (c) We propose dual hand representation for rendering realistic hand as it touches the screen. The remote touch
between two remote users is tested in our prototype system.

ABSTRACT

Recent research advance has significantly improved the visual real-
ism of immersive 3D video communication. In this work we present
a method to further enhance this immersive experience by adding
the hand touch capability (“remote hand clapping”). In our system,
each meeting participant sits in front of a large screen with haptic
feedback. The local participant can reach his hand out to the screen
and perform hand clapping with the remote participant as if the two
participants were only separated by a virtual glass. A key challenge
in emulating the remote hand touch is the realistic rendering of the
participant’s hand and arm as the hand touches the screen. When the
hand is very close to the screen, the RGBD data required for realistic
rendering is no longer available. To tackle this challenge, we present
a dual representation of the user’s hand. Our dual representation not
only preserves the high-quality rendering usually found in recent
image-based rendering systems but also allows the hand to reach to
the screen. This is possible because the dual representation includes
both an image-based model and a 3D geometry-based model, with
the latter driven by a hand skeleton tracked by a side view camera.
In addition, the dual representation provides a distance-based fusion
of the image-based and 3D geometry-based models as the hand
moves closer to the screen. The result is that the image-based and
3D geometry-based models mutually enhance each other, leading to
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realistic and seamless rendering. Our experiments demonstrate that
our method provides consistent hand contact experience between
remote users and improves the immersive experience of 3D video
communication.

Index Terms: Human-centered computing—Collaborative and
social computing; Computing methodologies—Computer graphics—
Graphics systems and interfaces—Virtual reality

1 INTRODUCTION

The ultimate goal of a teleportation system is to enable people in
different locations to meet with each other as if they were in the
same room. Studies [11, 49] have shown that to achieve this goal,
the system should faithfully capture facial expressions and body
gestures and support natural eye contact between remote meeting
participants. Recent advances [39, 82] in 3D telepresence and 3D
video communication make it possible to create convincing visual il-
lusion that remote meeting participants are in the same room. While
these advances are encouraging, much work remains. In particular,
existing methods still cannot support physical touch between remote
participants, which is an important form of nonverbal communica-
tion for real-world social interactions [19, 24, 64].

In this paper, we present RemotelTouch, a method for emulating
hand touch between two remote participants in an immersive 3D
video communication environment. As shown in Fig.1, our method
renders the life-size remote participant on a large display according
to the local user’s view as if the two users were sitting on two
different sides of a virtual glass window. As the remote user raises
her hand to touch the screen, the local user can perceive her action
and respond by raising his own hand accordingly. The virtual hand
touch happens when both users’ hands contact the screen and their
hands overlap on the virtual glass window. The resulting touch
sensation is rendered as a screen vibration similar to the haptic
rendering of iPhone touch, although other renderings of the touch
feedback are certainly possible.

A key challenge in emulating the hand touch between remote
participants is the realistic rendering of the participants’ hands and
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upper bodies as the hands approach and touch the screen. For a
believable touch experience, the rendering needs to be both realistic
and seamless as the hand touch the screen. This rendering task is
highly non-trivial. Existing image-based rendering solutions such
as [39, 82] can realistically render the participants hands when they
are positioned away from the screen (above a distance threshold)
and thus visible by the RGBD cameras that provide the color and
depth video feeds to the rendering algorithms. However, these
rendering solutions stop working when the hand is too close to the
screen (below the distance threshold and thus invisible to the RGBD
cameras). Although 3D model based solutions such as [78] can
successfully track the hand motion as the hand reaches the screen,
the rendering quality is unsatisfactory and inferior compared to
image-based rendering solutions.

To tackle this challenge we introduce a dual representation of the
hand consisting of three components: an image-based model, a 3D
geometry-based model, and a distance-based model fusion scheme
that seamlessly combines the image- and geometry-based models.
The first component, the image-based model, is a Lumigraph of the
hand constructed using image and geometry data obtained by a set of
RGBD cameras. Similar to [82], we use a sparse set of RGBD cam-
eras installed around the screen to capture the image and geometry
data needed by the Lumigraph construction. The second component
of the our dual representation, the 3D geometry-based model, is
obtained by tracking the movement of the hand skeleton (including
the arm and fingers) with a sideview camera and rigging the resulting
skeleton. Finally, the third component of the dual representation,
the distance-based model fusion, ensures the seamless fusion of the
image- and geometry-based models. Specifically, when the hand is
away from the screen, the image-based model is used for rendering.
As the hand moves closer to the screen, the geometry-based model is
given increasingly more weights in rendering and when the hand is
completely invisible from the RGBD cameras, the geometry model
gains the full weight. The model fusion scheme is also responsible
for fitting the geometry and texture of the geometry-based model
to the image-based model in the initial phase of the hand touch
operation, when the hand is still away from the screen and hence
fully visible from the RGBD cameras.

We implement our method and test the virtual hand touch between
participants sitting at two locations. Our studies demonstrate that our
design provide immersive communication experience. The virtual
hand touch enabled by our method efficiency enhances the nonverbal
communication of the users.

2 RELATED WORK

Our work is related to multiple research fields such as 3D video
communication, VR/AR, and human-computer interaction. In this
section, we briefly review the techniques and systems that are closely
related to our work. For comprehensive surveys of the advances in
related fields, readers are referred to [6, 8, 18, 60].

2.1 Immersive 3D Video Communication
Many techniques and systems have been proposed for immer-
sive teleconferencing between the participants at different loca-
tions. Early methods [4, 21, 59] enable 3D video communica-
tion by capturing the geometry and appearance of the partici-
pants and rendering them into one shared virtual environments.
Later, a number of approaches have been introduced to enhance
the gaze contacts between the participants in various meeting se-
tups [22, 32, 34, 37, 38, 51, 56, 73, 77, 81] or enhance the rendering
quality of human characters [16, 17, 23, 47, 54, 85]. Most recently,
Lawrence et al. presented Project Starline [39] for high fidelity
3D communication between two participants at different locations
with the help of dedicated hardware setup for 3D video capturing
and light field display. Zhang et al. introduced VirtualCube [82]
that supports immersive 3D video communication between remote

participants in various meeting setups based on off-the-shelf devices.
Although these techniques and systems efficiently improve the non-
verbal communications between the participants with natural gaze
contact and high fidelity facial expression, none of them supports
social touch between the users. Besides, their setups cannot capture
human hands as they move close to screen.

Different from existing 3D video communication solutions, our
method focuses on emulating hand clapping between remote users
in immersive 3D video communication. We present a dual represen-
tation for modeling and rendering user’s hand to support visually
and physically consistent hand touch experience.

2.2 Hand Rendering in Remote Collaboration

Existing methods of remote collaboration with hands can be catego-
rized into two categories: those designed for the shared tabletop sce-
nario, and those for the shared whiteboard scenario. For the shared
tabletop scenario, many approaches [15, 20, 28–30, 33, 41, 53, 70]
have been proposed for capturing and visualizing the hand gestures,
in which the hand embodiment captured by the cameras placed
above the table is rendered over the remote table via different dis-
play devices (e.g., projector, screen, or other devices [41, 53]). Le
et al. [40] developed a mobile setup by capturing the user’s hand
interactions above a tablet screen via the built-in front facing cam-
era and a mirror. Several methods [15, 28–30, 41] apply another
vertical screens to display the remote participants’ body and face
to enhance the user experience. Leithinger et al. [41] developed a
physical 3D display for rendering 3D arm embodiment and objects
captured from the remote side. Iwai et al. [29] further improved the
user experience by rendering the upper limb image of the remote
participants according to its relative position to the shared document
on the local desktop and extending the rendered limb image from the
vertical image of the remote participant. All these methods assume
that all participants’ views are on the same side of their upper limbs.
As a result, they cannot be used in our scenario where the local
participant’s view is on the opposite side of the remote participant.

In the shared whiteboard scenario, a large display at each site is
typically used as a semi-transparent whiteboard for local users to in-
put the contents and for rendering the remote collaborators standing
at the opposite side of the whiteboard. Early methods [27,69,71] de-
veloped for this scenario place the camera behind a semi-transparent
screen to directly capture the hand gesture, face and body of the
remote participant from local user’s view. Although these methods
demonstrate convincing 3D remote communication and collabo-
ration capabilities, their device setup requires larger spaces and
specialized screens. Later, a few methods place the cameras in front
of the screen for capturing the remote participants. For example, the
3D-Board system [84] uses two RGBD cameras installed on the top
corners of the large display to capture the 3D geometry and texture
of the remote participant and render it from local user’s view. How-
ever, the cameras fail to capture the user’s hand when it is close to or
touches the display. Higuchi et al. [25] use a single RGBD camera
mounted on the side of a large display for capturing the participant.
Unfortunately, the noisy and incomplete 3D model captured by the
RGBD camera fails to realistically reproduce the appearance of the
remote participant from local user’s view. Wood et al. [78] tracked
the 3D hand motion of a remote user via a depth camera and then
render a non-photorealistic 3D hand model driven by the tracked
motion over the shared workspace.

Similar to the shared whiteboard scenario, our work aims to
emulate the hand clapping of two participants sitting at the opposite
side of a virtual glass. However, different from all these methods that
model the hand either by image-based representation or geometry-
based 3D model and are designed for offering accurate pointing
position or hand pose, our method tries to deliver a visually and
physically consistent touch experience. A dual hand representation
and rendering scheme is proposed for realistic hand rendering.



2.3 Social Touch in VR and AR
A number of works [3, 57, 62, 68, 74] investigate the impact of social
touch in VR and AR and validate that the social touch can enhance
the user experience in remote communication and collaborations.
Other works develop techniques for emulating social touch between
remote users [7, 50, 52]. Nakani et al. [50] used a robot hand to
emulate hand shaking between remote users and proved that hand
touch improves the experience of video communication. Bevan et al.
[7] set a humanoid robot as the avatar of a remote user for emulating
the hand shaking between the remote users. Oh et al. [52] presented
avatar animation techniques to support handshaking between remote
users in a shared VR environment. Gallace et al. [18] presented a
survey of the devices and studies of social touch in VR applications.
Different from these methods that only focus on emulating tactile
feedback of hand touch between remote users, our work aims to
provide hand touch with consistent visual and haptic experience in
immersive 3D video communication.

2.4 3D Hand Tracking
As a critical technique for animating and rendering the synthetic
hand in virtual reality and remote collaboration, vision-based 3D
hand tracking has been extensively studied in computer vision field
in the past decades [26]. A set of real-time methods [72, 76] have
been developed for tracking 3D hand poses from monocular video
at the cost of pose accuracy. Other methods [35, 44] improve the
robustness and accuracy of real-time 3D hand tracking with the help
of multiple-view video input. However, the specialized multiple
view setup limits their usage in many applications. Smith et al. [65]
introduced a multi-view method for high accurate 3D hand tracking.
However, their method cannot be performed in real time.

In our work, we selected an off-the-shelf solution provided by
LeapMotion [1] to track 3D hand pose of the user due to the simplic-
ity of the device setup and software development. Since 3D hand
tracking is not the contribution of our work, any other real-time 3D
hand tracking methods can be used in our method.

2.5 Haptic Rendering
Various force feedback devices have been developed for render-
ing haptic in human-computer interaction tasks, including special-
purpose haptic controllers [5,10,45,48], in-air haptic [12,66], multi-
sensory wristband [55], and physical geometry primitives [14]. The
goal of our work is not to develop new force feedback devices or hap-
tic rendering methods. We thus leverage existing vibration solutions
to provide the haptic feedback in our solution.

Several approaches have been developed for detecting the tactile
interactions between the user’s hand and physical surfaces [36, 79]
or capacitive touchscreens [67], which are then used as the input for
different applications [2,61,79]. In this work, we apply off-the-shelf
hardware (e.g., a Leap Motion camera) to track 3D hand motion and
detect the contact between hand and screen.

3 DUAL REPRESENTATION FOR EMULATING TOUCH

Our work in this paper extends existing immersive video communi-
cation systems by providing emulated hand touch. For immersive
experience, our system equips with a large display in front of each
user, as shown in Fig. 1 (c). The display has dual purposes: it not
only displays the life-size 3D portrait video of the remote user with
respect to local user’s viewpoint but also serves as the physical me-
dia for hand contact. A set of RGBD cameras are installed around
the display to capture the appearance and rough geometry of the
user for rendering the 3D video of the user, and a side camera is
used to track hand motion. Although our method simplifies the
surrounding three-display setup in [82] to one frontal display, the
3D rendering of the remote user displayed on the screen will follow
the local user’s viewpoint and still provides immersive experience
for tele-communication.

Unstructured Lumigraph Target View Image
Neural Lumigraph based

Rendering

Figure 2: The body and hand are modeled by an unstructured lu-
migraph model that consists of a geometry proxy and multiple RGB
images (left). The geometry proxy is aligned with the target view
and refined from the input RGBD images. A neural lumigraph-based
rendering algorithm (middle) is used to render the lumigraph to RGBα

image at the target view (right).

A key challenge for hand touch emulation is high quality render-
ing of the users’ hands and upper body. A realistic and temporally-
smooth hand rendering throughout the virtual touch process is of
paramount importance to maintain the immersive experience. To
achieve this goal, we propose a dual hand representation which con-
sists of an image-based model that uses a set of multiview images for
rendering and a 3D geometry model that provides mesh rigging and
rendering. A distance based fusion algorithm is applied to achieve
seamless fusion of the renderings from the two models of our dual
representation.

3.1 Dual Representation of Hand
A touch process can be roughly divided into three phases: the starting
phase where the users begin to raise their hands, the approaching
phase where the users move the hands towards the display, and
the ending phase where the palms touch the screens and physical
feedback is triggered (if real and rendered hands coincide).

Our dual hand representation has two rendering models, one
image-based and another 3D geometry-based. The former takes the
multiview RGBD images captured by the cameras installed around
the display as input and synthesize the target-view hand image. It
provides high-quality, photorealistic results when the hand is well
within the shared field of view of all RGBD cameras (e.g., in the
starting phase). The latter uses a predefined hand mesh model
driven by the real hand’s motion for rendering, which is a realistic
substitute when the hand is completely invisible to the cameras (e.g.,
in the ending phase). To seamlessly fuse these two models and
their renderings, we adapt the texture of the mesh model to the real
hand’s appearance and develop a distance-based fusion algorithm to
smoothly transit the former to the latter when the hands get closer to
the displays (e.g., in the approaching phase).

3.1.1 Image-based Model
When hands and other parts of the human body are visible to the
RGBD cameras (we assume the latter to be always visible), an image-
based model produces the best rendering result due to the model’s
capability to support photorealistic image synthesis and handle view-
dependent texture appearance commonly seen in non-Lambertian
surfaces including the human skin. Image-based model [9, 42, 63]
has been extensively studied in the literature. In particular, the recent
image-based rendering solutions [39, 82] leveraging advanced depth
sensing and deep learning techniques have shown high-quality, real-
time rendering of human in the 3D video communication scenario.

As shown in Fig. 2, our image-based model is essentially a Lu-
migraph consisting of a geometry proxy and associated image data.
The geometry proxy serves the vital function of determining how to
compute the color of each pixel of the rendered image. The geometry
proxy we built is a view-dependent one obtained as follows. We
start with image and depth data from the RGBD cameras with the
background pixels removed. For each view, we computes an initial
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Figure 3: Comparison of the original rendering method in [82] and
ours. (a) and (c) are rendering results generated by our method and
(b) and (d) are images rendered by the original method. It is clear that
our method generates better rendering results when the user’s hand
is in front of his body.

depth map by fusing the multiview depth maps from the RGBD
cameras and then refine it with a multiview-stereo (MVS) neural
network [46,80,82] using only the RGB images from these cameras.
The image data of the Lumigraph are simply the RGB images of the
multiple cameras that we place around the display. This Lumigraph
is called an Unstructured Lumigraph [9] in the literature.

Rendering this Lumigraph for a target view can be done in two
steps. First we use the geometry proxy to warp the RGB images of
the RGBD cameras to this view. Thus for each pixel in the target
view, we have multiple pixel colors from the warped RGB images.
The final pixel color is a weighted average of these pixel colors,
computed by using the geometry proxy as a guide. This weighted
average is usually computed using the conventional Unstructured
Lumigraph algorithm [9]. In this work, we compute the weighted av-
erage using the neural Lumigraph based rendering method described
in [82], which uses a neural network called Lumi-Net to compute
the weighted average.

This neural Lumigraph based rendering method generally works
well for human body. However, under severe self-occlusion, e.g.,
when the user waves hand in front of the body or reaches out hand
towards the display, the rendering quality of both the hand and the
occluded body parts are not satisfactory. We make two algorithmic
modifications to improve the quality. The first one is a new edge-
preserving depth initialization strategy. We identified that initial
depth maps contain blurry edges along depth discontinuity due to
the misalignment between the projected multiview depth maps. We
replace the averaging operation for depth fusion with a min-filter,
which brings obvious hand rendering improvements in practice.
Second, we add a new loss function dedicated to the hand region
to train the neural networks. Specifically, we detect hand bounding
boxes on the target-view images in the training data, and apply a
perceptual loss [31] between the final network output and the ground
truth. Fig. 3 shows a visual comparison between the original method
and ours, which shows the improved hand rendering quality in our
system.

Conceptually, one can certainly use other image-based models
for our proposed dual representation.

3.1.2 3D Geometry-based Model
As the user’s hand moves close to the display, the palm region
becomes invisible to all the RGBD cameras. To render the hand
palm under such situations, we model the hand with a rigged 3D
mesh template.

The 3D hand mesh has a predefined topology and texture map
representing the skin surface of a hand at rest pose. It is also associ-
ated with a set of 3D skeleton and per-vertex skinning weights with
respect to the bones of the skeleton.

To obtain hand rendering using this mesh model, we track the
3D skeleton of user’s real hand by a hand tracking camera, which
can successfully reconstruct the position and pose of the real hand
as it moves close to the screen and touches the display. The hand

(a) (b) (c)

Figure 4: Shape adaption for model fusion. (a) With the scales
computed from the captured skeleton of the real hand, we scale the
hand template (in red) with linear blend skinning to obtain the adapted
hand model (in blue) (b) Before shape adaption, the shape of the
hand template does not match to the user’s hand. (c) After shape
adaption, the hand mesh fits to the user’s hand.

mesh and tracked 3D skeleton share the same bone structure so that
the former can be easily driven by the latter. Given the local hand
motion (bone transformations) reconstructed by the 3D skeleton
tracked in each frame, we first rig the hand template mesh using
standard linear blending skinning [43]. Let Vi be a vertex on the rest
mesh, its transformed potion after skinning is calculated as

V ′i = ∑
j

ω jiT jVi (1)

where T j is the tracked rigid transformation of bone j and ω ji is the
skinning weight of vertex vi with respect to bone j. This way, the
skin deforms in a smooth manner. After rigging, we transform the
mesh to the real hand’s 3D position in the global virtual environment
and render it from the target viewpoint of the remote user.

In our current implementation, we captured the skeleton of the
medium-sized hands of a user via LeapMotion and asked an artist to
manually modeled the hand mesh and associated skinning weights
based on the captured skeleton.

The texture map and hand shape of the mesh model are not fixed,
but are adjusted at runtime to fit the user’s real hand. This process
will be described the next section.

3.1.3 Model Fusion
Given two hand representation models, we seamlessly combine them
to form our full model and get the final rendering.

Shape Adaption Prior to touching actions, we first adjust the
shape of the hand template to fit the shape of the user’s real hand.
Given the skeleton of the real hand that share the same topology of
the skeleton of the hand template at the same pose, we first scale
each bone of the template skeleton so that the length of each bone
matches the target skeleton. We then update the transformation
matrix B j that transform the local coordinate system of each bone to
the global coordinate system due to the changed bone lengths. After
that, we scale the hand mesh template by transforming each vertex
Vi to its new position V ′i :

V ′i = ∑
j

ω jiB′jS jB−1
j Vi, (2)

where ω ji is the skinning weight of the vertex Vi with respect to the
bone j. S j is a uniform scaling matrix determined by the scaling
factor of the bone j. Fig. 4 shows the hand mesh before and after
shape adaption.

Appearance Adaption Prior to touching actions, we first per-
sonalize the mesh model by adjusting its appearance to fit the render-
ings of the image-based model. This is an automatic process done
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Figure 5: Appearance adaption for model fusion. (a) The image
generated by image-based body and hand rendering. The mask is the
projection of 3D geometry-based hand model. (b) The rendering of
the geometry-based hand model without appearance adaption. The
color of the hand differs a lot from the real hand. (c) With appearance
adaption, the rendering of hand is much closer to the real hand.

online whenever the 3D skeleton of the hand is tracked and the hand
palm is rendered by the image-based method while it is well within
the field of views of the RGBD cameras (e.g., in the touch starting
phase). To fit the appearance to the rendered hand palm, we adjust
the overall color of the hand template texture according to the hand
palm image rendered from the image-based model. Specifically, let
the color and depth images rendered by the image-based model be
Ii and Di. We can also get the color and depth images of the 3D
geometry-based model Ig and Dg by rendering the mesh template
under the tracked 3D pose using the same camera projection param-
eters of the image-based model. The region with consistent depth
values on Di and Dg (depth difference < 5cm) is the hand region
on the color images, labeled as IH

i and IH
g . This will help to filter

out small misalignment pixels. We minimize the color difference
between IH

i and IH
g by calculating a color transformation inspired

by [58], then apply this color transformation to refine the texture T
of the hand mesh model. In this way, the 3D geometry-based model
could have similar visual experience with the image-based model.

Specifically, we first convert IH
i and IH

g to the Lαβ color space.
For each channel of IH

g , we can transform the color cg of each pixel
to match IH

i via

c′g =
σi

σg
(cg−mg)+mi (3)

where mi, mg and σi, σg are the mean and standard deviation values
of IH

i and IH
g on the channel. After this color transformation, the

resultant image IH′
g has the same mean and standard deviation with

IH
i , making them look similar when transformed back to the RGB

color space. As IH
g is produced by rendering the 3D hand mesh

with texture T without lighting, the same color transformation can
be applied to T as well, which gives rise to the adjusted texture T′.
With this texture, the rendered hand using the 3D hand model will
have similar visual appearance with the hand of the image-based
model. Fig. 5 illustrates the rendered hand mesh before and after
our shape and appearance fitting. Visually inspected, the fitted one
well matches the real hand.

Distance-based Rendering Fusion Given two renderings Ii
and Ig from the two models, we fuse them to get the final rendering
I f according to the distance of hand to screen, denoted as d. Note
that Ii is an RGBα image predicted by the neural network in our
image-based model. For Ig which is the rendering of the 3D hand
mesh, we also append it with a distance-based alpha channel to
blending it with Ii. Specifically, we calculate the alpha value αg of a
pixel on Ig as

αg =

{
(dmax− d̂)/(dmax−dmin) for a hand pixel
0 for a non-hand pixel

(4)

Pose of
Participant

Image-based
Rendering

3D Geometry-based
Rendering

Distance-based
Fusion

αg= 1.0

αg= 0.5

αg = 0.0

Figure 6: The process of distance-based hand rendering fusion. As
the hand approaches the screen, the hand skeleton will be detected
and rendered and get more weight in the fused image. When the
hand is very close to the screen and no longer visible in RGBD
cameras, hand is not visible in image-based rendering and mesh-
based rendering will be selected.

where d̂ = clip(d, [dmin,dmax]) is the hand distance clipped to a
predefined range [dmin,dmax].

To blend the two RGBα images, we set Ii as the base layer and
blend Ig onto it, as the hand 3D model is in front of the portrait
image. The overlay blending mode [75] is used here. Specifically,
the alpha and color value (α f , c f ) of a pixel on the final image I f is
calculated using the following equations:

α f = αg +αi(1−αg),

c f =
cgαg + ciαi(1−αg)

α f

(5)

where (αg, cg) and (αi, ci) are alpha and color values of the corre-
sponding pixels on Ig and Ii, respectively.

As we can see from Eq. (4) and (5), when d ≥ dmax, we have
αg = 0, α f = αi and c f = ci, i.e., the final rendering simply takes
the output of the image-based model. When d ≤ dmin, we have
αg = α f = 1 and c f = cg for the hand region, i.e., the mesh-based
rendering is selected. For dmin < d < dmax, which predominately
happens in the approaching phase of a touch process, a smooth
transition takes place. The fusion process is visualized in Fig. 6.

In practice, we obtain d for each frame based on the averaged
joint positions obtained by the 3D hand skeleton tracker, and we
empirically set dmax = 0.4m and dmin = 0.2m in our system. As
the final rendering result I f contains alpha channel as well, we can
compose the hybrid human portrait image with the rendering of a
3D background scene very easily.

3.2 Touch Emulation
Beyond visual interaction, our system provides a physical experience
of hand touching. We aim to mimic real-world situations where
people’s hands can receive physical feedback when they touch each
other. While the types of touching are various and the corresponding
tactile sense are different, we emulate a simple yet commonly-seen
scenario, i.e., hand clap, where the participants feel an impact force
and vibration when two hands slap each other.

Physical and Virtual Design To emulate physical touch, we
use the screen as the physical media for hand contact. During com-
munication, the two users can reach out their hands to the screens



Site 1 Site 2Global Virtual Environment

Figure 7: The transformation between the physical space and the
global virtual space. The position of TV screen from two sites should
be aligned in the virtual environment.

and gently clap each other’s rendered hands. Apart from the nat-
ural sense of touch when the hand reaches the screen, we provide
additional physical feedback when mutual touch is detected.

To realize such a process, we found that maintaining visual-
physical consistency is crucial. When the users reach out their
hands towards each other, the real and rendered hands on each site
should finally coincide and mutual touch should be triggered. This
requires a seamless integration of the virtual and physical spaces.
To achieve this, we transform the physical spaces of two sites into
a unified global virtual environment where the surfaces of the two
screens overlap, as shown in Fig. 7. Under this setup, the content
shown on the screen of each site should be a projection of the virtual
space behind the screen, as if the users were seeing and performing
hand clapping with each other through one transparent glass between
them.

It should be noted that since the screen displays are involved in
the touch emulation process and their positions matter, our physical
and virtual space design described above is different from existing
3D video communication systems such as [39, 82] which have no
considerations regarding visual-physical consistency. In these sys-
tems, the displays are simply visualization portals and they do not
necessarily align with each other in the virtual space (the screen
positions of [82] are determined by other factors such as distance
between users; the system of [39] places the display on each site at
the remote user’s position).

Mutual Touch Detection and Feedback We define mutual
touch as the situation where the users’ hand palms reach the screen
and overlap each other’s rendered hand. Note that if the real and ren-
dered hands do not overlap for some reason, we do not call it mutual
touch even if both palms are on the screen. Our system detects mu-
tual touch by calculating the overlap of two hands. Specifically, each
site keeps transferring the tracked 3D hand skeleton to the remote
site. For each site, we identify the joints of the local and remote
hand skeletons that are within a distance threshold to the screen, then
project them onto the screen plane to get two bounding boxes, and
finally compute the area of bounding box overlap. If the overlapping
area is larger than a threshold, a mutual touch is detected. In our
implementation, the joint-to-screen distance threshold is set as 2cm
and overlapping area threshold is 50cm2. In practice, this mutual
touch detection method can be replaced by other simple alternatives,
such as hardware-assisted touch area identification.

Once mutual touch is detected, the system immediately provides
additional physical feedback to mimic the feeling of hand clapping.
Specifically, a vibration motor tightly attached to the display (Fig. 8)
is triggered which incurs screen vibration that can be felt by hand.
Despite of the gap between our simulated vibration and the real sense
of impact force and vibration in reality, we found this simple design
has already improved the immersive experience and successfully
delivers a sense of touch.

3.3 Implementation Details
In this section, we present the details of our system including hard-
ware setup and calibration as well as software implementation.

Vibra�on Motor

x

y

z

Screen

Azure Kinect

Leap Mo�on

(a) (b) (c)

(d)

Figure 8: The hardware setup of our system. (a) and (b) illustrates
the device layout in our design. (c) is an implementation of our design.
(d) shows the vibration motor attached to the corner of the screen.

Hardware Setup As shown in Fig. 8, our system on each site is
equipped with a 65-inch LCD display and six Azure Kinect RGBD
cameras. The cameras are installed on a stand behind the display
and their positions are adjusted to be near the corners and the center
of top and bottom boundaries of the display. A vibration motor
controlled by Arduino is rigidly attached to the top-left corner of the
screen for offering touch feedback. During remote communication
and hand touch, a user sits on a seat that is about 0.7m away from
the display center. A Leap Motion camera is placed besides the
hand for 3D hand tracking. The camera is about 0.5m away from the
screen and faced to the center of the screen region to which the user’s
hand can easily touch. In this way, the Leap Motion camera can
accurately track the user’s hand pose as it approaches and touches
the screen. All these devices are connected to a PC and controlled
by our system.

Device Calibration We calibrate the devices at each site after
installation so that all devices and the captured data (i.e., the RGBD
frames and 3D hand skeleton of the participant) are all aligned in a
unified local coordinate system, which is illustrated in Fig. 8 (c).

We calibrate Azure Kinect cameras using the method proposed
in [83]. After that, we manually measure the distance of each Kinect
camera to the screen corners and compute a transformation to align
the calibrated six Kinect cameras into the local coordinate system
from the measured distances. For the Leap Motion camera, we
follow the method in [2] for relative pose calibration. Specifically,
we render a regular grid of 2D points on the screen with known
3D positions pi in the local coordinate system and then use the
index finger of a hand to touch each point in a predefined order
and record the 3D positions qi of the finger tip defined in the Leap
Motion camera space. The transformation T from the Leap Motion
camera space to the local coordinate system can then be computed
by T = argminT Σi||pi−T ∗qi||.

Viewpoint Computation To compute the user’s viewpoint de-
fined in the local coordinate system, we detect the eye positions
in the RGB frames captured by multiple Kinect cameras using the
method of [13]. The 3D positions can then be computed from their
2D eye positions in the multiple views by triangulation. After that,
our method takes the middle point of two eyes as the user’s 3D
viewpoint. To obtain the target viewpoints for rendering in the local
coordinate systems, we transform the detected local user viewpoints
of the two sites to the global virtual environment and then transform
them to each other’s local coordinate system.

Software Workflow The workflow of our system in action is
shown in Fig. 9. In our system, each site has a sender and a re-
ceiver. During online communication, the sender first computes
the local user’s viewpoint and transmit it to the remote site. It then
captures the RGBD frames and 3D hand skeleton of the user and
then renders the portrait (i.e., body and hand) image at the received
target viewpoint based on image-based representation described in
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Figure 9: The workflow of our RemoteTouch system, which consists of
a sender and a receiver at each site. The colorful blocks refer to input
and output devices and the grey blocks are software components in
our system.

Section 3.1.1. After that, the sender transmits the rendered portrait
images and 3D hand skeleton to the receiver at the remote site. The
receiver animates the geometry-based 3D hand model with the re-
ceived 3D hand skeleton and then renders its image. Finally, the
receiver performs the distance-based fusion to blend the hand images
rendered from two representations (Section 3.1) and composes the
rendering results with the image of the 3D background scene to gen-
erate the final image. Meanwhile, the receiver detects mutual hand
touch of two users with the algorithm described in Section 3.2 and
triggers the vibration motor once mutual hand touch happens. Our
system executes all software modules (i.e. image-based rendering,
hand tracking, geometry-based hand rendering, and touch detection)
in different threads in parallel on each site.

4 EXPERIMENTS

We implemented two instances of our system at two sites, each with
a PC that has an Intel Core i9-10980XE CPU, 64GB memory and
two Nvidia GeForce RTX 3090 GPUs. The two PCs are connected
to the LAN network with 1Gbps bandwidth. During communication,
our method takes RGBD frames of four Azure Kinects that are on
the opposite side of touching hand for rendering (e.g., two central
and two right ones for the left hand). This camera configuration
can minimize the occlusion region caused by the raised hand in
the captured frames and thus generates better rendering results than
other choices. For viewpoint computation, we assume the user’s
head does not move a large distance during the communication and
thus compute the user’s viewpoint only once at the beginning of the
communication.

System Performance. For image-based body and hand repre-
sentation, the Azure Kinect cameras capture synchronized RGBD
frames at 30fps, with RGB and depth at 2560×1440 and 512×512
resolutions respectively. The image-based modeling and rendering
algorithm takes nearly 150ms to process one frame (from raw data
captured by Azure Kinect to synthesized portrait image sending
to network). Since each step in the algorithm can be executed in
parallel, the system renders the portrait and hand image at 30FPS.
The end-to-end delay of portrait image rendering and transmission
is around 400ms.

For geometry-based hand representation, the Leap Motion tracks
hand skeleton around 50Hz and the 3D hand rigging and rendering
can be performed on GPU in real time. The total delay of the
geometry-based hand rendering and network transmission is around
250ms. We synchronize the rendering and display of these two
representations with a timestamp on each frame and fuses the images
of two representations with the closest timestamp in the receiver at
30FPS.

For touch emulation, the touch detection is performed at 50Hz.
The delay from the vibration triggering to physical motor vibration
is around 60ms, which is hardly noticed by users.

Evaluation of Dual Hand Representation. Fig. 10 (a-c) illus-
trates the rendering frames of the participants sampled in different
hand touch phases. Note that our dual representation and model
fusion algorithm generates convincing rendering results as the hand
is at different distance to the screen. When the hand touch the screen,
the palm region is missing in the image-based rendering result, as
the hand is invisible to source view cameras, as shown in Fig. 10 (d).
In this case, our dual representation of hand successfully render the
final portrait image by fusing the 3D geometry-based model into the
image-based rendering, as shown in Fig. 10 (c). Fig. 10 (e) show
the hand without appearance adaption to the geometry-based model,
which looks unnatural compared with other parts of the body. Our
appearance fitting scheme is robust to different skin tones.

User Experience. We invited 26 participants to try and eval-
uate our touch-enhanced 3D video communication system. All of
them have experience on commercial video conferencing software
on PCs or cellphones but are the first-time user of our system. Dur-
ing the experiment, our developer sits in one site and the user sits
in the other site. After a short introduction, the two users can chat
with each other and try the hand clapping via our system. After the
experiment, we ask each user to provide comments on our system
and rank the impact of touch experience to remote video communi-
cation. Among all 26 users, 24 of 26 (92%) participants agreed or
strongly agreed that the remote touch enhances the experience and
decreases mental distance between the remote users.

To further evaluate the contribution of our dual hand represen-
tation to the user experience, we let all 26 participants to try the
hand clapping rendered with image-based representation only and
with our dual-hand representation. Our investigation demonstrated
that all users agreed that our dual hand representation enhances
the touch experience compared with image-based representation
alone, even if they noticed the artifacts of hand misalignment when
their hand approached to the screen. Several users with computer
graphics background mentioned that they expected better portrait
image quality, which may significantly improve their experience.
They also expected better hand tracking accuracy and less system
latency. Despite these shortcomings, all users still liked the feeling
that they can visualize the hand and arm in the full hand clap process.
They never have such experience in other remote communication
applications.

Finally, we asked the user to evaluate the impact of vibration for
touch experience by testing the hand clapping with vibration and
without vibration feedback. 25 of 26 (96%) participants commented
that the vibration makes the hand clapping more attractive. One user
mentioned that the vibration made her believe that the touch did
happened. 7 users mentioned that they are excited about the idea
haptic feedback when touching and expect more kinds of physical
feedback, such as the sound of clapping hands. 5 users expect more
kinds hand touching gestures to be supported, such as a fist bump.

5 CONCLUSION AND FUTURE WORK

We present a method for emulating hand touch (“the high five”)
between two remote participants. The key of our method is a dual
representation of hand that combines the advantages of the image-
based and 3D geometry-based representation and a distance-based
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Figure 10: The rendering of the subjects with different skin tones, where the hand are rendered by image-based model (a), fused dual
representation (b), and geometry-based model (c) where the hand touched the screen. Our dual representation and fusion scheme generate
convincing results for different poses. When hand touch the screen, the hand is not correctly rendered by the image-based model (d) as the hand
is invisible in source view cameras. If appearance adaption is not applied to geometry-based model (e), the original color of the hand differs a lot
from the hand.

fusion scheme for rendering. We also design a touch emulation
scheme that map the two remote site into one shared environment.
Our solution offers a visual-physical consistent touch experience
for immersive 3D video communication. We validate our dual
representation for hand, and our experiments demonstrate that our
method reduces the mental distance between the remote users and
enhances the user experience in immersive 3D video communication.

Currently, our method only supports hand touch between two
remote users. Extending our method to hand touch between three
or more remote users would be an interesting topic worth further
exploration.

The misalignment between geometry-based hand and real hand in
our prototype is mainly due to the inaccurate 3D hand tracking pro-
vided by the LeapMotion. A more accurate real-time hand tracking
method will resolve this issue. For model fusion, our method adapts
the hand shape according to the bone length and fails to compensate
the detailed shape difference between the real hand and hand mesh
template. Also we use the same texture map to approximate the
detailed appearance of different hands. It is interesting to explore
how to capture and reconstruct the detailed geometry and texture of
the real hands on the fly.

We also would like to further improve the hardware and software
design of our method to facilitate better touch experience in 3D
video communication, which includes simplifying the device setup
for data capturing, integrating other force feedback devices, and
reducing the system delay for rendering and network transmission.
Besides these improvements, a possible application of our method
is the collaborative whiteboard system. Another possible research
direction is to enable more social touch behaviors in immersive 3D

video communication.
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