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Figure 1: (a) The main view of the interface, with video, image, and help panels. (b) The ring device with two buttons for interaction.

ABSTRACT

This paper explores the possibilities of designing AR interfaces to
be used during laparoscopy surgery. It suggests that the laparoscopic
video be displayed on AR headsets and that surgeons can consult
preoperative image data on that display. Interaction with these
elements is necessary, and no patterns exist to design them. Thus
the paper proposes a head-gaze and clicker approach that is effective
and minimalist. Finally, a prototype is presented, and an evaluation
protocol is briefly discussed.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—nteraction paradigms—Mixed / augmented re-
ality; Human-centered computing—Human computer interaction
(HCI)—nteraction paradigms—Collaborative interaction

1 INTRODUCTION

Minimally Invasive Abdominal Surgery (MIAS) has seen exponen-
tial growth and worldwide adoption. Due to less tissue trauma and
lower pain scores by the patients, it allows for faster recovery after
surgery [4]. However, even seasoned surgeons face a variety of
difficulties, namely: a) the lack of tactile feedback; b) the laparo-
scopic camera often held by less-experienced surgeons may result
in deviations and rotations away from the target horizon, creating
delays and loss of concentration. The surgical team is not looking
at the intervention target as with open surgery, but instead, at moni-
tors located 2 to 3 meters away. The latter, positioned at different
angles/distances for each team member, requires an extra conscious
effort to correct body posture. Furthermore, this setup limits access
to preoperative images and planning data during surgery. When
these data need to be consulted, the surgeon cannot easily leave the
clean operation area and thus requests help from assistants who hold
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and manipulate these materials following verbal instructions, which
is far from ideal. Finally, and more importantly, communication
between members of the surgical team can be difficult and awkward.
Since team members are holding instruments and executing complex
tasks, it is difficult to point to ”areas of interest” and disambiguate
pointing references without losing time and concentration. This
introduces pauses and hinders team communication and synchro-
nization, increasing the potential for lost time and mistakes. Also,
an operating room’s complex environment and limited space around
the table make it problematic to enlist specialists’ help or instruct
students, who could be located several feet away on the non-sterile
field or farther away in different hospitals/countries.

AR and VR devices have become accessible, lightweight, and
powerful while improving in quality and resolution, making them
increasingly suitable as portable, high-definition, hands-free, and
non-intrusive for usage in surgical settings. AR applications have
been developed and evaluated, demonstrating effectiveness in laparo-
scopic skills training [3]. Some applications use AR head-mounted
displays (HMD) to place objects in the real world and the surgi-
cal video, helping explain the training and execution of procedures.
These systems can guide and identify the points of interest during the
operation through shared appointments [10], complementing verbal
explanations and helping to reduce the complexity of the learning.
In other cases, the application combines the views of surgery, vi-
tals, and preoperative exams in the field of view to minimize the
interruption and help with focus during the procedure [1].

However, although AR systems can help in the training of laparo-
scopic surgeries and have been demonstrated in see-inside-the-body
applications, intraoperative AR systems require interaction. They
could not succeed due to a lack of understanding of how to interact
with visual data during surgery effectively. The Microsoft HoloLens
(HL) is commonly used for developing and evaluating augmented
reality applications in related works. Some of these applications
use voice commands and hand gestures as their primary method of
interaction, both supported by HoloLens. However, using voice com-
mands may be less accurate, and it may become confusing during
procedures, as well as hand gestures, which make the surgeon pause
the procedure, and take off their hands from the surgical instruments
to interact with the interface and objects. A narrow field of view is
an additional challenge.
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Therefore, in this paper, we explore the design space for interac-
tion in intraoperative AR for laparoscopy. We do so throughout the
development of a demonstrator that improves ergonomic conditions
(e.g., using AR goggles as screens) in the operating room. Besides
displaying the laparoscopic video on a virtual screen wherever the
surgeon prefers to place it, the system provides access to preoper-
ative images and planning data. The demonstrator also allows for
real-time deictic communication through annotations, icons, draw-
ings and other visual indications that may help with collaborative
tasks [19, 20]. The surgeons themselves can make such annotations
and direct trainees and assistants to look at the important spots.

Besides the novel interface design, our results include the plan-
ning of an evaluation of different interaction conditions that will be
conducted as future work.

2 RELATED WORK

Augmented and mixed reality have been applied to different tasks
in the surgical environment, mainly using AR with head-mounted
displays, such as Microsoft Hololens, for learning anatomy [21],
training procedures, surgery planning, and displaying information
during surgery. The planning surgeries applications and prototypes
explore the visualization of 3D reconstructions of organs in holo-
grams, which the surgeons can have, based on preoperative exams,
better visualization of the patient anatomy, structures, depth, and
planning the intervention [15, 18]. In laparoscopic surgeries, all the
interventions are guided and visualized through the camera inside
the patient, turning this video feed into the most crucial point in an
application.

The HoloPointer [10] uses the head-gaze direction from Hololens
to provide a local shared reference pointing in the 2D operation
video monitor triggered by voice commands. All the staff in the
operation room can view the exact point that the surgeon wants to
show on the monitor, reducing errors and resulting in an economy
of movement. In another work, the eye gaze is tracked and used for
free-hand drawing and pointing in laparoscopy video to guide novice
surgeons through a standard 2D video monitor [6]. This system also
is triggered and controlled by voice commands.

AR systems for laparoscopy also use hand gestures and voice
commands to control the actions used for the selection and manipu-
lation of objects. In some works, the voice is combined with gaze
direction (head gaze and eye gaze) as a trigger to control the draw
and pointing functions. While voice commands can be confusing in
the operation room, hand gestures demand that the surgeon pause
the procedure to interact with the interface. Foot pedals, instead,
are rather familiar for surgeons, as pedals are already used during
laparoscopic procedures for cautery activation. Thus, the feet can be
considered for interaction in augmented reality, such as using pedals
to trigger and confirm visualization and navigation actions through
the interface [11]. Some adaptations allow the surgeon to perform
many functions with the foot, such as slide through previous image
exams in the interface panels, allied to the head-gaze for selecting
and pointing [23].

There are no guidelines, however, on how to apply head gaze, foot
actions, and hand actions to control AR interfaces during surgery.
We approach these issues in this paper, where we explore the design
space and characterize the problems to be solved in an AR system
for intraoperative assistance in laparoscopy.

3 MATERIALS AND METHODS

Prior work shows that AR can provide several types of support
for laparoscopic surgery. We are exploring interactions on AR
interfaces to enhance the communication of the surgeon with local
and remote stakeholders when needed and to remove the need for
communication where it can benefit the operation outcome. To
learn about these interactions, we propose a minimalist AR interface
design.

To guide our design, we assumed a small set of requisites and
constraints that are common to laparoscopic procedures:

• the surgeon works standing;
• there is an inside-the-body video feed;
• preoperative images must be consulted intraoperatively;
• the surgeon wears sterile gloves;
• there are stakeholders in the OR and potentially remotely;
• the surgeon needs to indicate locations and objects in the surgical field

to the stakeholders;
• AR headsets have a limited field of view;

Moreover, our design is aimed for usage as one of two components
in a future mixed-reality application for remote collaboration in
laparoscopic procedures. It means that there will be a second in-
terface, not described here, where other people remotely located
(students, experts) will follow the indications provided by the sur-
geon. Nevertheless, it can be used alone with the following setup
and functionalities for within-OR collaboration.

In the remainder of this section, we will present our UI design, the
composition of the visualizations in the AR interface, the methods
and hardware used to interact, and our proposed experimental setup
for future user experiments.

3.1 Hardware and software platform
We use Unity1 2019.4.20f1 LTS version for development, the latest
version with support for Windows XR Plugin with Holographic
Remoting. This plugin provides an integration to connect and stream
the application in the editor mode for the Microsoft® HoloLens
1st Generation2 (HL1) available in our lab. The HL1 has some
limitations, and a major one is the 30 degrees field of view (FOV),
which is smaller than the 54 degrees in the second-gen HL, and the
average VR HMDs of about 90 degrees. This limitation causes the
user to be unable to see virtual objects anywhere in their natural
field of view. The holograms and interface elements appear only on
a centered rectangle, requiring head turning to explore other areas.
To simulate the live video from a laparoscopic source, we use a
Logitech c525 webcam.

Inputs are needed for pointing locations and confirming options.
We do not rely on special apparatus for pointing (see Sec. 3.2 for
details), but we had to adapt physical props to provide a fast and
precise clicker for confirmations. We provide two options. One is
pair of foot pedals similar to those already used in operating rooms.

Although surgeons are familiar with pedals, additional pedals
may be cumbersome. So, we provide a second option to allow hand
interaction without having to release the surgical instruments. The
device is an index finger ring with two 5mm push buttons on top
of it, which the surgeon can wear under the sterilized gloves (see
fig. 1b. The buttons are reachable with the thumb without taking the
hand off the instrument.

Both devices connect with the system through an Arduino Due
plugged into a PC. The same software interprets the actions from
either the pedals or buttons and executes them on the AR interface.
The input functions for the pedals and ring buttons are described in
Sec. 3.2 below.

3.2 Interface layout
We identified in unstructured interviews with surgeons that they need
to access the lap-video live feed from inside the body constantly,
and they need to access preoperative data sporadically. Other infor-
mation, such as vitals, is monitored by other members of the team.
As virtual augmentations can be placed anywhere around the user,
we prioritize displaying the lap-video and preoperative images in
two adjacent panels viewed as holograms that the user can place

1https://unity.com/
2https://learn.microsoft.com/en-us/hololens/hololens1-hardware



wherever they wish around them in an egocentric perspective. Fur-
thermore, the surgeon must be attentive to the real environment, the
operation room, and the assistants during the procedure. Thus, our
interface design avoids cluttering the view with unnecessary infor-
mation and objects that could disturb concentration. Each of the two
panels has specific functions, interactions, and virtual controllers
with different actions. Panels can be seen in fig. 1a.

The most significant panel of the interface contains the real-time
video from the laparoscopy procedure and its functionalities, ini-
tially positioned straight in front of the user’s field of view. Right
below the video panel is the image panel that compiles folders with
preoperative exams, such as MRI, CT, and any planning sketches
that could be helpful. Finally, in our experimental version, we in-
cluded two lateral help panels containing usage indications for the
interaction controls. For specific types of MIAS, more panels can
be included, such as a vitals panel for cardiac procedures.

3.3 Interaction design
The higher-level user tasks can be summarized as:

1. manipulate medical instruments;
2. observe video feed;
3. check for a specific preoperative image;
4. signal a location in the video;
5. circle an object in the video;
6. save a screenshot;
7. adjust the location of the hologram.

Items 1 and 2 are inherent to the surgical task and are not supported
by the interface. The other five tasks can be accomplished by a
pointing plus confirmation metaphor with direct manipulation using
the panels presented above.

While confirmation relies on either the ring or pedal buttons
already described, we argue that, for pointing, head-gazing is an
excellent solution. Notice that hands are busy and that the use of
the tip of the surgical instruments for pointing will interfere with
the actions significantly and will have limited scope. Few other
options remain, such as foot pointing, voice, facial expressions, and
BCI. None of them has reported great accuracy in previous works.
Head-gaze pointing, in turn, has been extensively tried [2, 9, 22].

3.3.1 Head-Gaze pointing
The head gaze direction is captured from the HL1 orientation. The
typical circular reticle pointer is shown where the gaze vector in-
tercepts objects within the view, allowing for a mouse-pointer-like
pointing. However, the reticle pointer provided by the head-gaze
direction is sensible to tracking inaccuracies and user generated
jittering. It can be challenging for most users to hit small targets,
especially in the context of a narrow AR field of view. Thus, we
propose to filter or scale down the mapping of the tracked motion to
the reticle position.

The average filtering approach stores the n previous head-gaze
directions and calculates a simple average. It renders the reticle at
the respective averaged hit position. The scaling approach works
by scaling down the head-reticle movement ratio that is 1 when not
scaled. On the disadvantages side, the average will add up latency
while the scaling will decouple the center of the view from the target.
If exaggerated, scaling will cause the user to turn too much the head
that the target cannot be seen. As the display area follows the head,
the target may even be cut out off the display area in excessive head
turning.

3.3.2 Selection and manipulation
Each of the user tasks can be performed in the interface by pointing
and clicking on elements that appear in the holographic panels
described in sec. 3.2. In such a way, we designed each task as a
combination of direct selection and manipulation actions, privileging
efficiency.

Figure 2: The video panel with annotations.

In the live video panel, four actions can be initially triggered by
selecting the respective button: place an annotation, clear markers,
clear sketch, and screenshot (see fig. 2). When annotation is se-
lected, a circular menu with four options allows choosing among
line, arrow, circle, or free sketch. Line, arrow, and circle are con-
sidered markers. Markers can be deleted separately from the free
sketch because surgeons often need to save markings, while the free
sketch is used for incidental communication only.

After choosing the desired marker, each has a specific set of place-
ment/size actions. For arrow, the user first selects the arrowhead
position and then moves to select the arrow tail location. For line, the
process is similar. For circle, the user first selects the center location
and then moves away to choose the radius. These markings can also
be edited after creation. Red circular picking points appear at the
line and arrow extremities and at the center and periphery of circles
(see fig. 2). Free sketching is applied by holding the button/pedal
while moving. All selections described here are made with the left
button/pedal.

Finally, the last possible action with the video panel involves
all the panels in the interface. It supports the need of the user to
modify the placement of the set of holograms to the most convenient
location for each user and each moment of the operation. When the
head-gaze reticle is in the video panel and the right button or pedal
is pressed, the whole interface will follow the user’s head-gaze to
anywhere they wish until the right confirmation is activated, fixing
the interface in the space. Besides setting up the most ergonomic
location, this function also allows the surgeon to maintain the panels
locked to the head like a heads-up display, which can be helpful to
keep all the attention on the surgery, even when the head moves.

In the image panel (fig. 3), the actions are more straightforward;
the user can navigate through folders and the image grid by pointing
the reticle to the virtual controllers and selecting the folders and
the images by pressing on them. When an image is selected and
presented in the panel size, the user can slide to the next or previous
images using the right and left buttons respectively while the reticle
is on the image. There is also a virtual back button to return to the
image grid.

Figure 3: Left: the grid-view in the image panel. Right: Full view of a
picture in the image panel.



3.4 User Experiment
While we designed this interface accounting for the user’s needs
and general good practices of human-computer interaction, several
aspects of the design need to be evaluated before they are final.

Among the aspects we wish to evaluate, there are:
• the effects of averaging or scaling;
• how much scaling or averaging time is best;
• the effects of interacting with the foot or the hand;
• how much overhead the change of focus among panels imposes;
• how much communication improves with the use of the interface.

There is no room for a complete experimental evaluation in this
workshop paper, but we overview in this section how we plan to
characterize the affordances of intraoperative AR interfaces.

We split the research questions into three categories: range of
parameters, surgical task, and communication efficiency. Therefore,
we plan to conduct three experimental protocols with users.

As it would be too premature to involve patients in this research,
we developed two physical tasks similar to laparoscopy training
using 3D-printed problems. The peg transfer task (fig. 4a) is where
the user transfers small rings using a couple of graspers from one
peg to another in a peg board. The other task is thread passing
(fig. 4b). The surgeon has to pass a thread through a sequence of
holes standing on a board.

3.4.1 Range of parameters
We need to assess the effect of using the scaling or the averaging
approach on user performance. We also need to define the most
suitable level of scaling and averaging. Using two levels for each
(low and high), we have four combinations. Adding the baseline
with direct mapping, we obtain five interface conditions. Besides
inter f ace, we have another independent variable: task. This can
be peg or thread, but we wish to test problems of three different
difficulty levels, which gives us six conditions. A problem is a
specific configuration of rings in pegs (more rings means more
difficult) or a sequence of holes traversed by the thread (the more
holes, the harder). A within-subjects design yields a collection of 30
unique combinations or samples per user. We should conduct a pilot
test to check for feasibility/duration. Alternatively, if necessary, we
can make task between-subjects, which will require just 15 unique
trials per user.

For this test, we decided to remove the actual grasper manipu-
lation in such a way that the users will only make annotations on
the video. Thus, the population for this test does not need to be
surgeons. We will ask participants to stand with their hands at the
laparoscopy instruments, even though they are not performing the
physical manipulation. The participants will consult the image panel
for a problem, add the requested markings, save a screenshot and
move to the next problem. As the hand is dominant for manipulation
with the general population, this test will be conducted with the ring
device only.

We will measure the precision of the annotations, the accuracy,
and the time to complete each trial. We will then analyze for statisti-
cal relevance of the outputs regarding the different conditions.

3.4.2 Surgical task
Having decided from the previous test which parameters are best,
they will be applied in the second test. Now, we will include the la-
paroscopic task and the foot pedal. The participants will be surgeons
and apprentice surgeons at the university hospital. The test will be
conducted using actual laparoscopic training white boxes.

The independent variables are the input device, the task, and
the difficulty level. The participant will access the pictures in the
image panel to study the problem and use the annotation tool while
performing the laparoscopy training tasks. In the peg transfer task,
the board will start with a different configuration of the pegs. The

Figure 4: Task examples. Left: peg transfer. Right: Passing thread.

user will move to the configuration provided in the pictures and use
the line marker to connect the origin and destination pegs. In the
thread passing, the board will start with the thread passed in one
role, and the user will pass through the others according to pictures
in the image panel and annotate with a circle marker all the roles in
which the thread passed.

We will measure the user’s performance (precision, accuracy,
time) and store segmented times for further evaluation of individual
actions. We are interested in the variation of these measures by the
input device and task type/level.

In all actions of the two experiments, we will also measure the
head movement to analyze the effort overhead.

3.4.3 Communication efficiency
It is too premature to present a protocol for communication efficiency.
We will build it upon the results of the previous tests. We anticipate,
however, that a second interface in immersive VR or desktop will be
developed that a remote user will use in combination with the one
presented here. Such an asymmetric collaborative approach may
include broadcasting live 360 video from the operating room, and
deictic annotations may be allowed from the remote participant as
well.

4 CONCLUSION AND FUTURE WORK

This exploratory work approaches affordances in AR interfaces
for laparoscopy using the methodology of proposing a design and
reporting the lessons learned. The work is not finished, but already
raises some questions that are worth discussing with the community.

The current design carries the knowledge that the surgeons do not
appreciate having two screens, one for live video and one paused
for annotations, as we initially proposed. It also confirms the prior
preference surgeons have for pedals in the OR, the need to check
preoperative data on the fly, and that they rarely need to check vitals
themselves.

Moreover, the paper presents the planning for user experiments
based on physical laparoscopy setups that will provide answers to
some of the questions discussed. The AR interface proposed will
also be part of a mixed-reality remote collaboration application in
which a remote expert surgeon can guide a novice surgeon through
virtual and augmented reality or a local professor can teach remote
students. In this broader context, we also plan to include eye-tracking
and investigate cognitive load, visual attention, and overall usability
measures [8].
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