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Abstract—Time-difference-of-arrival (TDOA) localization sys-
tems estimate the difference in propagation delay between a
target transmitter and pairs of receivers in order to locate
the target. One important requirement is that the receiver
nodes should be accurately time-synchronized, which is hard to
achieve in practice without relying on cable-connected receivers.
Over-the-air synchronization algorithms often rely on periodic
messages from a master node, but due to clock drift, the rate
of these messages needs to be high. In this paper, we propose
a new synchronization algorithm that additionally exploits the
carrier frequency offset (CFO) between the target node and
the receiver nodes to reduce the rate of messages from the
master node while maintaining good synchronization accuracy.
Simulation results show the good performance of the proposed
method, and preliminary experimental results show its feasibility
on a hardware platform.

Index Terms—Localization, TDOA, synchronization, CFO

I. INTRODUCTION

Localization of radio-frequency transmitters is an increas-

ingly important topic in wireless communications [1]. TDOA-

based localization is based on estimating the difference in

propagation delay between a transmitter and a pair of re-

ceivers, which creates a hyperbole of possible transmitter

locations. TDOA-based localization offers several advantages:

the transmitter does not need to be cooperative (i.e. its exact

waveform does not need to be known), and the transmitter does

not need to be synchronized to the receivers [1], [2]. The major

drawback of TDOA localization systems is that the different

receivers need to be accurately time-synchronized, which is

hard to achieve in practice. Transceivers derive their internal

time from their internal local oscillator (LO), which have non-

zero offsets w.r.t. one another (mainly due to manufacturing

tolerances and slight temperature variations) [2]. These LO

offsets result in clock offset and clock skew, which represent

the offset and the rate of variation of a receiver clock w.r.t. a

reference clock.

Receiver node synchronization can broadly be classified into

wired and wireless methods. Wired synchronization methods

(such as [3]) rely on distributing a central clock signal to

all the receiver nodes through cables, which is expensive and

impractical in wireless systems [3], [4]. One attractive wireless

synchronization method is global navigation satellite system

(GNSS) based synchronization. GNSS systems provide access

to a precise universal time coordinated (UTC) time reference,

which can be used for disciplining a LO. However, such a

synchronization is highly dependent on GNSS availability,

with accuracies going from 50 nanoseconds to hundreds

of nanoseconds depending on satellite visibility [4]. Other

wireless synchronization methods are based on master-slave

architectures, in which a master node distributes an over-

the-air reference signal to the slave nodes (i.e. the receiver

nodes for a TDOA localization system) [5]–[8]. The basic

idea of master-slave synchronization is to frame the time-of-

arrival (TOA) of the messages from the target node in the

master clock reference by using the messages from the master

node. For this method to work, the master needs to send out

messages at a high rate to achieve sufficient accuracy [9].

In this paper, we propose a new method to 1) synchronize

the receiver nodes of a TDOA localization system using

transmissions from a master node, and 2) estimate the TDOA

of a target node. Our synchronization method is based on the

realization that the time skew that occurs between a transmitter

and receiver is directly proportional to the carrier frequency

offset (CFO) between this transmitter and receiver [10]. By

estimating the CFO between the target node and the receivers

and using it appropriately, we can get a more tightly syn-

chronized network of receivers for a TDOA-based localization

system, thereby allowing a much reduced rate of messaging

from the master node.

Contributions: The contributions of this paper are summa-

rized as follows:

• we propose a CFO-assisted synchronization algorithm to

estimate the TDOA of a target node;

• the proposed algorithm is evaluated and validated through

simulations;

• a preliminary experiment is performed to validate the

proposed method on a software-defined radio platform.

The significance of our work lies in the fact that our synchro-

nization algorithm requires no hardware modification of exist-

ing transceiver integrated circuits (ICs). It relies on information

that is readily available in such ICs (such as the TOA and the

CFO of a packet), thus allowing for tight synchronization of a

TDOA-based localization system without expensive hardware

or low-level software modifications.

The remainder of the paper is organized as follows. Sec-

tion II explains the system model considered in this paper. Sec-

tion III presents the CFO-assisted synchronization algorithm

and resulting TDOA estimation algorithm. The simulation



Fig. 1. System model architecture. The propagation delay between the master
and the slaves are assumed to be compensated.

results are discussed in Section IV. Finally, the preliminary

experiments are presented and evaluated in Section V.

II. SYSTEM MODEL

In this section, we first describe the master-slave architecture

that is used in this paper, and then we discuss the LO clock

model.

A. System Architecture

Let us consider the following simplified system model (as

shown in Figure 1) where two receiver nodes try to estimate

the TDOA of a target transmitter. The receivers are called

slave nodes and the target transmitter is referred to as the

target node. A master transmitter node sends out periodic

synchronization messages. In practice, the slave nodes and the

master node can be the base stations. Also, the target node

can be the cell phone. Although this paper will focus on two

slave nodes, the results of this work can easily be extended

to an arbitrary number of slaves. Without loss of generality,

we assume that the propagation delay between the master and

the slave nodes is zero1. The propagation delay between the

target node and the i-th slave node is referred to as τi. In the

following, we will assume that there is a collision avoidance

mechanism implemented such that packets of the target node

and the master node do not collide.

B. LO Model

Let us assume the i-th slave node with a receiver archi-

tecture as depicted in Figure 2. The slave is equipped with a

non-ideal LO that has a normalized frequency 1 + εi, with

εi the normalized frequency offset. A transceiver “counts”

time by counting the internal ADC ticks. Since the ADC is

driven by the non-ideal LO, it’s sampling frequency will be

f ′

si = fs + ∆fsi = (1 + εi) fs, where fs is the nominal

sampling frequency. Therefore, the time as seen by the i-th

slave node is given by

ti = θi + βit (1)

1Since the master and the slave nodes are part of the infrastructure, we
assume that the propagation delay between the master and the slaves can be
estimated or is known a priori. As a consequence, it can easily be compensated
in our algorithm.

Fig. 2. Receiver architecture.

where θi, the absolute clock offset of slave node i, corresponds

to the time that the slave node is turned on, and βi is the clock

skew of slave node i, defined as:

βi =
1

1 + εi
≈ 1− εi (2)

Without loss of generality, we will assume in this paper that the

master node has “reference” time, so that equation (1) contains

the clock drift of the i-th slave w.r.t. the master node.

In a practical receiver, the same LO is used to generate

carrier frequency and sampling frequency [10]. Since the LO

also drives the down-converter, the carrier frequency generated

at the mixer is not equal to the nominal carrier frequency fc,

but rather to f ′

ci = fc + ∆fci = (1 + εi) fc, where ∆fci is

denoted the CFO. The CFO of a receiver is expressed w.r.t.

a reference node, which is in the situation at hand the master

node. Since the ADC and the down-converter are both driven

by the same LO, we can state that

εi =
∆fci

fc
=

∆fsi

fs
(3)

This link between the CFO and the time skew of a receiver

will be further exploited in our CFO-assisted synchronization

algorithm in Section III.

III. CFO-ASSISTED SYNCHRONIZATION

A. TDOA estimation without synchronization

Let us start by considering what happens if two receiver

nodes are not synchronized. If the target sends a message at

time tT , the TOA of this message at slave i is given by

tTi = θi + βit
T + τi (4)

The TDOA τij between slave nodes i and j is given by

τij = tTi − tTj (5)

= τi − τj + (θi − θj) + (βi − βj) t
T (6)

We can see that the TDOA error is composed of a constant

term (θi − θj), as well as a term (βi − βj) t
T that increases

with time. Messages sent out by the target at later time instants

tT will have higher error, as the synchronization mismatch

between the different receivers increases due to the clock

skews of the slave nodes.



B. Conventional master-slave synchronization

In this section, we describe conventional master-slave syn-

chronization algorithms, on which we will build our CFO-

assisted synchronization. Let us assume that the master node

and target send messages at times tM and tT , respectively. The

TOA of the target message is given by (4), while the master

message is received by slave i at time

tMi = θi + βit
M (7)

Conventional synchronization is performed by putting the

TOA of the target node at slave i in the master’s reference

frame as follows:

t̃Ti = tTi − tMi (8)

= τi + βi

(

tT − tM
)

(9)

The TDOA τij between two slave nodes i and j is then given

by

τ̃ij = t̃Ti − t̃Tj (10)

= τi − τj + (βi − βj)
(

tT − tM
)

(11)

It can be seen that the time offsets θi and θj were canceled

out, but that the term due to the clock skews is still present.

As a consequence, in conventional synchronization, the TDOA

will only be accurate if
(

tT − tM
)

is small. In other words,

the TDOA error will be negligible only if the time between

the target message and the last master message is small.

C. CFO-assisted synchronization algorithm

In this section, we propose a method to get rid of the

remaining drift term in equation (11), so that synchronization

accuracy will hold even if the time elapsed since the last mes-

sage from the master node increases. This will allow to greatly

reduce the amount of master messages, thereby reducing the

communication bandwidth required for synchronization. To

apply CFO-assisted synchronization, we use a compensated

TOA at each slave node i:

t̂Ti =
[

tTi − tMi
]

(

1 +
∆fT

ci

fc

)

(12)

where ∆fT
ci is the CFO of received signal at slave i w.r.t. the

target node. By using (4), (7) and (3), this can be rewritten as

t̂Ti =
[

τi + βi

(

tT − tM
)] (

1 + εTi
)

(13)

where εTi is the normalized LO offset of slave i w.r.t. the target

node, i.e. εTi = εi − εT , with εT the normalized frequency

offset of the target node w.r.t the reference. By using (2), this

can be rewritten as

t̂Ti ≈

[

τi + (1− εi)
(

tT − tM
)] (

1 + εTi
)

(14)

The previous expression can be simplified by observing that

the terms εi and εTi are in the order of parts-per-million (ppm),

while the terms τi are at most in the order of microseconds.

Therefore, the terms εTi τi and εiε
T
i

(

tT − tM
)

can be ne-

glected w.r.t. the other terms. The previous expression can

then be simplified as

t̂Ti ≈ τi + (1− εi)
(

tT − tM
)

+ εTi
(

tT − tM
)

(15)

Since εTi = εi − εT , this can be further simplified to

t̂Ti ≈ τi + (1− εT )
(

tT − tM
)

(16)

The TDOA τ̂ij between two slave nodes i and j can then be

obtained as

τ̂ij = t̂Ti − t̂Tj = τi − τj , (17)

which no longer depends on the LO offset or the LO skews.

The CFO-assisted TDOA estimation is thus able to obtain

accurate TDOAs based on a master-slave architecture, even

if some time has elapsed since the last master message.

Intuitively, it can be understood that the master message is

used to cancel the time offset between the different slave nodes

(i.e. θi and θj in (7)), while the CFO term in (12) (i.e. the

term
∆fT

ci

fc
) is used to predict and cancel out the clock skew

that occurs between the slave nodes.

Note that in order to use (12), tTi , tMi , and ∆fT
ci should be

estimated. So, in practice (12) is affected by the estimator

error. Also, the proposed method also works if the CFO-

compensated TOA in (12) uses the CFO of the slave w.r.t.

the master node, i.e. ∆fci instead of ∆fT
ci .

IV. SIMULATION RESULTS

A. Simulation setup

Simulations were conducted to evaluate the performance

of the CFO-assisted synchronization algorithm. The simulated

setup is based on the master-slave architecture of Figure 1,

with two slave nodes. The propagation delays between the

target and both slave nodes are equal to τ1 = 1 µs and

τ2 = 3 µs, respectively (yielding a theoretical TDOA of

τ12 = 2 µs). The block-diagram of a transmitter and receiver is

shown in Figure 3. We consider a communication system that

operates at a carrier frequency of 2.6 GHz with a bandwidth

of 1.08 MHz, which is up-sampled to 20 MHz. The target and

master node periodically transmit long term evolution primary

synchronization code (LTE PSC) signals (i.e. a Zadoff-Chu

sequence [11]). The receiver estimates the TOA of the received

packets before down-sampling, and estimates the CFO using

Fig. 3. Block-diagram of our simulation setup.



the received message after down-sampling. The primary syn-

chronization signals (PSS) correlation based method in [11]

is used to estimate the CFO. The LO of the different nodes is

simulated using the discrete time model from [12], described

as follows:
[

φ[k]
ω[k]

]

=

[

1 T0

0 1

] [

φ[k − 1]
ω[k − 1]

]

+ ζ[k] (18)

where φ[k] and ω[k] = 2π∆fc[k] are phase and angular

frequency offsets at time slot k, respectively. Further, T0 and

ζ[k] denote the transmit period and process noise, respectively.

The covariance matrix Q = E[ζ[k]ζ[k + T0]] of the process

noise can be written as

Q(T0) = ω2

cq
2

1

[

T0 0
0 0

]

+ ω2

cq
2

2

[

T 3

0

3

T 2

0

2
T 2

0

2
T0

]

(19)

where ωc = 2πfc is the angular carrier frequency. Taking into

account [12], the values of process noise parameters q21 and

q22 of the temperature compensated crystal oscillator (TCXO)

are 8.47× 10−22 s and 5.51× 10−18 Hz, respectively.

B. Simulated synchronization results

In the first simulation, we assume that both the target

and the master node send a message every 5 ms, i.e. the

master messages are sent at a high rate. Figure 4 shows the

estimated TDOA value when the nodes are not synchronized

(Section III-A) and when they are synchronized using con-

ventional master-slave synchronization (Section III-B). In the

case without synchronization, we can see the TDOA error

increases over time, as predicted by (6). The conventional

synchronization seems to work very well (with a maximum

error of plus or minus one sample of the upsampled signal)

since the rate of master messages is quite high, thereby

annulling the term in (11) containing the effect of time skew.

In the second simulation, the rate of master messages

is reduced to one message every 500 ms (while the target

still transmits a message every 5 ms). Unlike the previous

simulation, it can be seen that the error of conventional

synchronization increases over time between two master mes-

sages, reaching errors of several hundreds of nanoseconds.

The CFO-assisted synchronization, however, is able to keep

the TDOA error small, and the estimated TDOA stays close

to the real TDOA of 2 µs, even when the time between two

master messages is large.

V. EXPERIMENTAL RESULTS

A. Experiment setup

The CFO-assisted synchronization was also evaluated on

a preliminary experimental setup. The setup is shown in

Figure 6. It consists of four USRP-X310 software-defined

radios (SDRs), i.e. a master node, a target node and two slave

nodes. The target node and master send a 802.11 preamble

every 1 ms and 100 ms, respectively. Each transmitting SDR

is cable-connected to both slave SDRs (by using RF splitters).

The cables are short enough for their delay to be negligible.

The LO of the USRPs is a TCXO, with an accuracy of 1

Fig. 4. TDOA without and with (conventional) synchronization, for a high
rate of master messages. The real TDOA is 2000 ns.

Fig. 5. TDOA without, with conventional and with CFO-assisted synchro-
nization for a low rate of master messages. The real TDOA is 2000 ns.

ppm. The carrier frequency of the USRPs is set to 2.45 GHz,

and they all operate at a bandwidth of 20 MHz. The received

baseband samples are stored and post-processed offline to

extract the TOA and CFO of the received packets.

B. Synchronization results on the hardware testbed

The TOAs and CFOs are estimated using the (known)

preamble of the transmitted packets. The TOA resolution is

increased by using the parabolic interpolation method de-

scribed in [13], which allows to have a time resolution beyond

the sample rate. Since the cable length is very short, the

TDOA should approximately be equal to zero. Similarly to



Fig. 6. Experimental setup.

Fig. 7. TDOA without, with conventional and with CFO-assisted synchro-
nization on the hardware testbed.

the simulated results, in the case without synchronization, the

TDOA increases to several hundreds of nanoseconds (in just a

few hundreds of milliseconds). For conventional master-slave

synchronization, we can see in Figure 7 that the TDOA is

close to zero right after a message was received from the

master, but quickly drifts to tens of nanoseconds after tens of

milliseconds. When using the CFO-assisted synchronization,

the TDOA remains below 20 ns even after several tens of

milliseconds, showing the efficiency of our proposed method.

The error of our synchronization scheme is affected by two

terms in (12): the TOA terms tTi and tMi , and the CFO term

∆fT
ci . A deeper analysis of the different error terms on the

synchronization accuracy will be left for future work.

VI. CONCLUSION

In this paper, we studied the problem of TDOA estimation

while focusing on the synchronization aspect. Conventional

master-slave synchronization suffers from the time skew that

affects the TDOA accuracy in between master messages. We

proposed a novel synchronization algorithm, based on the

observation that time skew is proportional to CFO, as both

the RF mixer and the ADC of a transceiver are driven by the

same LO. Our CFO-assisted synchronization allows, through

some very basic mathematical operations, to obtain a tight

synchronization for TDOA-based localization systems. The

advantage and significance of our synchronization algorithm

is that it requires no additional hardware, since it relies on

information that is already available in most transceiver ICs.

Our future work will focus on the error characterization of

the proposed synchronization algorithm. While both TOA

and CFO errors affect the quality of our synchronization,

their effect will ultimately define the minimum delay between

two master messages that is required to maintain a certain

synchronization level. The proposed algorithm will also be

tested on an ultra-wideband ranging system, since the proposed

method can benefit from much less messaging overhead than

conventional two-way ranging algorithms.
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