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Abstract—Timely message delivery is a key enabler for Internet
of Things (IoT) and cyber-physical systems to support wide
range of context-dependent applications. Conventional time-
related metrics, such as delay, fails to characterize the timeliness
of the system update or to capture the freshness of information
from application perspective. Age of information (AoI) is a time-
evolving measure of information freshness that has received con-
siderable attention during the past years. In the foreseen large-
scale and dense IoT networks, joint temporal (i.e., queue aware)
and spatial (i.e., mutual interference aware) characterization of
the AoI is required. In this work we provide a spatiotemporal
framework that captures the peak AoI for large scale IoT uplink
network. To this end, the paper quantifies the peak AoI for large-
scale cellular network with Bernoulli uplink traffic. Simulation
results are conducted to validate the proposed model and show
the effect of traffic load and decoding threshold. Insights are
driven to characterize the network stability frontiers and the
location-dependent performance within the network.

Index Terms—Age of information, spatiotemporal models,
Internet of Things, queueing theory, stochastic geometry

I. INTRODUCTION

The timeliness and retainability of continuous updates of

nodes within a system are overarching requirements among

different technology segments, such as vehicular, industrial

Internet of Things (IoT) and cellular [1], [2]. This implies

continuous information update about the real-time state be-

tween a given VRU and its targeted cluster of vehicles [3]. The

proposed age of information (AoI) metric in [4] characterizes

the freshness of information at the receiver and has received

increasing attention in the past years. The age at a given time

stamp (i.e., observation point) is defined as the current time

stamp minus the time at which the observed state (or packet)

was generated [5]. Compared to traditional time metrics (e.g.

delay and jitter), AoI assists in achieving timely updates in a

way those traditional metrics do not [6], [7].

The traffic generated by the existing IoT devices highly

impact the AoI and the overall network performance. IoT

traffic can be categorized into time and event triggered [8].

Time-triggered events generate periodic traffic as in vehicular

communications, smart grids and wireless sensor networks [9].

In such segments, a central entity collects status updates from

multiple nodes (e.g., sensors, vehicles and monitors) through

wireless channels. A critical challenge is how to maintain

timely status updates over all the connected nodes [10]. To

this end, characterizing the AoI leads to informed designs to

enhance the performance of time-critical applications. More-

over, event triggered traffic are dependent on external events

or critical information reporting. In this paper, we consider

Bernoulli-based traffic model that mimic the aforementioned

scenarios to analyze the peak AoI in uplink IoT networks.

Based on the foreseeable large number of deployed devices

[11], interference might hinder timely updates of a given link

of interest. In order to characterize the network-wide mutual

interference, stochastic geometry is a prominent framework

that can be leveraged [12]–[14]. However, considerations of

the temporal evolution was not considered, as the full-buffer

assumption at the transmitter side is widely adopted. To

account for the temporal domain, recent efforts have integrated

queueing theory with stochastic geometry, which offers a full

spatiotemporal characterization for large-scale networks [15]–

[19]. Following such a spatiotemporal analysis of the network,

AoI was studied under a stochastic geometry framework in

[20], where lower and upper bounds for the average AoI were

derived. Moreover, AoI under a spatiotemporal framework

has recently been investigated in [19], where the authors

investigated different scheduling techniques to optimize the

peak AoI under a spatiotemporal framework. To this end, large

scale spatiotemporal IoT analytical framework for peak AoI

characterization under different traffic loads is still an open

research problem.

Throughout this work, we provide an analytical framework

to characterize peak AoI that entails macroscopic and mi-

croscopic scales of uplink large scale IoT networks. Peak

AoI is considered throughout this work due to its peak-

characterization of the AoI compared to the average AoI,

which fails to capture the underlying variance [19], [22].

For the macroscopic aspect, tools from stochastic geometry

are adopted to account for the mutual interference among

active devices (i.e., position dependent). Tools from queueing

theory are employed to characterize the microscopic queue

evolution at each device. To track the queue status at a

given time stamp, a discrete time Markov chain (DTMC) is

employed for each device. Expressions for the distribution of

the coverage probability (i.e., meta distribution) are derived,

which entails the effect of the traffic arrival. In addition,

temporal distribution and the peak AoI are presented. To the

best knowledge of the authors, this paper presents the first

spatiotemporal framework that characterizes peak AoI within

an uplink IoT network.
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Throughout this paper, we adopt the following notation.

Matrices and vectors are represented as upper-case and lower-

case boldface letters (A, a), respectively. The indicator func-

tion is denoted as 1{a} which equals 1 if the expression

a is true and 0 otherwise. In addition, 1m and Im denote,

respectively, an all ones vector and matrix of dimension m×m.

In addition, identity matrix of dimension m is represented via

Im. The complement operator is denoted by the over-bar (i.e.,

v̄ = 1−v). The notations P{·} and E{·} denote the probability

of an event and its expectation.

The rest of the paper is organized as follows. Section

II provides the system model, the underlying physical and

medium access control (MAC) assumptions, and the peak peak

AoI characterization. Section III shows the macroscopic inter-

device queueing interactions in terms of mutual interference.

The proposed queueing model along with the microscopic

intra-device interactions among the queues are presented in

Section IV. Simulation results are presented in Section V and

Section VI summarizes the work.

II. SYSTEM MODEL

A. PHY layer parameters

Throughout this paper, the base stations (BSs) are spatially

distributed according to Φ with spatial intensity λ BS/km2.

The IoT devices point process Ψ is constructed such that

within the Voronoi cell of every BS bi ∈ Φ, a device is dropped

uniformly and independently. Single antennas are employed

at all devices and BSs. An unbounded path-loss propagation

model is adopted such that the signal power attenuates at the

rate r−η , where r is the distance and η > 2 is the path-

loss exponent. Small-scale fading is assumed to be multi-path

Rayleigh fading, where the intended and interference channel

power gains h and g, respectively, are exponentially distributed

with unity power gain. All channel gains are assumed to be

spatially and temporally independent and identical distributed

(i.i.d.). Fractional path-loss inversion power control is consid-

ered at the devices with compensation factor ǫ. Accordingly,

the transmit power of an UE located r meters away from

its serving BS is given by ρrηǫ, where ρ is a power control

parameter to adjust the average received power at the BS [21].

B. MAC layer parameters

The proposed framework considers a synchronized and time

slotted system, in which a new packet is generated at a generic

device based on an i.i.d. Bernoulli traffic generation model,

with per-slot inter-packet arrival probability of α ∈ (0, 1]. A

first-come first-serve queue is considered at each device, where

failed packets are persistently retransmitted till successful

reception. A packet is successfully decoded at its serving BS

if the received signal to interference ratio (SIR) is larger than

a predefined threshold θ. In case of successful decoding, that

serving BS transmits an ACK through an error-free channel so

the device can remove this intended packet from its respective

queue. In case of failed decoding, the serving BS sends

out an NACK and the packet remains at the head of the

device’s queue, awaiting a new transmission attempt in the

next time slot. In Fig. 1, a snapshot realization of the network

Fig. 1: A network realization for θ = 1 and α = 0.25
packets/slot. Black squares depict the BSs while green and

red circles represent idle and active IoT devices, respectively.

The Voronoi cells of the BSs are denoted by the dashed black

lines while the dashed cyan lines denote the associations of

the devices to their serving BSs.

is shown. At a given time slot two different panoramas of

devices can be observed; i) non-active devices (i.e., devices

with empty queues) ii) devices with packets in their queues due

to either a packet arrival event or failed transmission attempts

of backlogged packets1.

C. Age of Information

As mentioned in Section I, AoI quantifies the freshness (i.e.,

timeliness) of information transmitted by the devices within

the network [4]. For the considered time slotted system and a

typical link, the AoI ∆o(t), tracks the AoI evolution with time

as shown in Fig. 2. Assume that the ith packet is generated at

time Yo(t), then ∆o(t+ 1) is computed recursively as

∆o(t+ 1) =

{

∆o(t) + 1, transmission failure,

t− Yo(t) + 1, otherwise
(1)

Through this paper, we consider the peak AoI which is defined

as the value of age achieved immediately before receiving

the i-th update [22]. To this end, conditioned on a fixed, yet

generic spatial realization, the peak AoI, as observed from Fig.

2, is computed as

E{∆p|Φ} = E
!
{

Io +Wo|Φ
}

, (2)

where E
!{.} is the reduced Palm expectation [14], Io and Wo

denote the inter-arrival time between consecutive packets and

the waiting of a generic packet time in the queue, respectively.

In order to characterize the peak AoI, one must compute the

waiting time of a generic packet within the queue, which

depends on, among other parameters, the traffic model, queue

distribution and network-wide aggregate interference. In the

remaining of this paper, we will provide a spatiotemporal

framework that characterizes the peak AoI.

1To analyze the location-dependent performance of the network, we con-
sider a static network where for a generic network realization, Φ remains
static over sufficiently large number of time slots, while channel fading, queue
states, and device activities change from one time slot to another.
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Fig. 2: AoI evolution of a typical link. The time stamps Go(n)
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generated and successfully delivered. Io(1) and Wo(2) denote

the inter-arrival time and the waiting times.

III. MACROSCOPIC LARGE SCALE ANALYSIS

Through this section, the network-wide aggregate inter-

ference will be characterized. Focusing on a fixed arbitrary

spatial realization of Φ and Ψ, let uo ∈ Φ and bo =
argminbo∈Ψ||uo − bo|| be a randomly selected UE and its

serving BS, respectively. The transmission success probability

is defined as

Ps(θ) = P
!

{

Poho ‖uo − bo‖
−η

∑

ui∈Φ\u0
aiPigi ‖ui − bo‖

−η
> θ|Φ,Ψ

}

,

(a)
=
∏

ri∈Φo

E
!

[(

1

1 + aiθPir
η(1−ǫ)
o

ρr
η

i

)∣

∣

∣

∣

Φ,Ψ
]

,

(b)
=
∏

ri∈Φo

( χ̄

1 + θPir
η(1−ǫ)
o

ρr
η

i

+ χ
)

(3)

where P
!{·} is the reduced Palm probability, Po is the uplink

transmit power of the typical device, ro = ||uo − bo||,
Φo = {||bo − {Φ\uo}||} represents the set containing dis-

tances between the interfering devices and BS of interest. In

addition, ai and Pi denote the i-th interference device activity

profile and its uplink transmit power, respectively. The step

(a) follows from the exponential distribution of the channel

gains (i.e., ho and hi). Furthermore, the step b follows as

ai ∼ Bernoulli(α). Finally, χ̄ is the spatially averaged idle

probability, which is dependent on the queue distribution.

Spatially, the transmission success probabilities are random

variables that are location dependent. The meta distribution

characterizes the transmission success probabilities variation

across the network [23], [24] as

F̄ (θ, δ) = P
!{Ps(θ) > δ|Φ,Ψ}, (4)

where δ is the percentile of devices within the network that can

achieve Ps(θ). For uplink transmission with fractional power

control, the conditional distribution of the transmission success

probabilities, where the beta approximation was utilized [25],

[23] to approximate the meta distribution fPs
(ω) as

F (θ, α) ≈ Iα

(

M1 (M1 −M2)

(M2 −M2
1 )

,
(1−M1) (M1 −M2)

(M2 −M2
1 )

)

,

(5)

where Iα(a, b) =
∫ α

0
ta−1(1 − t)b−1dt is the regularized

incomplete beta function, M1 and M2 are the first and second

moments of Ps. The approximations of Ps moments are given

by the following lemma.

Lemma 1. The moments of the transmission success probabil-

ities in an uplink network with steady state queue idle proba-

bility χ, SIR threshold θ, path-loss exponent η, and fractional

path-loss inversion compensation factor ǫ, are approximated

by M̃b given in eq.(6), where χ is the residual interference

intensity seen by the link and γ(a, y) =
∫ b

0 ta−1e−tdt is the

lower incomplete gamma function.

Proof. See Appendix A �

It is observed from Lemma 1 that the macroscopic network-

wide aggregate characterization of the network depends on the

queues evolution, via χ. In order to capture such interdepen-

dency, we first resort to the discretization of the meta distribu-

tion. Categorizing the devices within the network into classes

is not feasible due to the continuous support of Ps(θ) ∈ (0, 1),
which will lead to infinite number of classes. For practicality,

the distribution in (5) is quantized into N quality of service

(QoS) classes based on the importance criteria [18]. The

network categorization process of the distribution in (5) for

the n-th class is based first on computing ωn as

FPs
(ωn)− FPs

(ωn+1) =

∫ ωn+1

ωn

fPs
(ω)dω =

1

N
, (7)

where n ∈ [1, 2, · · ·N ]. Afterwards, the discrete probability

mass function dn (i.e., P{Ps = dn} = 1
N

) can be evaluated

using Bisection method as
∫ dn

ωn

fPs
(ω)dω =

∫ ωn+1

dn

fPs
(ω)dω. (8)

The computation of dn, ∀n = [1, 2, · · · , N ] via eq. (7) and (8)

quantizes the meta distribution into N equiprobable classes as

shown in Fig. 3. The queue’s service rate of a device belonging

to the n-class is determined by dn. Finally, in order to fully

evaluate dn, one needs first to compute χ which is dependent

on the queue characteristics as presented in the next section.

IV. MICROSCOPIC QUEUEING THEORY ANALYSIS

The mathematical model for the microscopic scale (i.e.,

queue evolution) at the devices will be presented in this

section. In the proposed framework, the device’s location-

dependency is captured via its departure probability (i.e. QoS

class dependent), which is static over a sufficiently large

number of time slots. However , the departure probability for

each queue is still random and independent from one time slot

to another due to the independent random variations of the

channel gains and activity profiles of the interfering devices.

Consequently, a Geo/Geo/1 queueing model is adopted to track
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∫ ∞
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∫ ∞
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{
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Fig. 3: Quantized meta distribution for N = 10, hypothetical

χ = 0.5, θ = 5 dB, η = 4 and ǫ = 1.

the queue evolution at each device, where Geo stands for

geometric inter-arrival and departure processes. It is important

to note that the geometric departure is an approximation

that capitalizes on the negligible temporal correlation of the

departure probabilities once the location-dependent QoS class

is determined [18]. To this end, the queue transitions for a

device within the n-th class are captured through the following

probability transition matrix

Pn =











ᾱ α

ᾱdn αdn + ᾱd̄n αd̄n
ᾱdn αdn + ᾱd̄n αd̄n

. . .
. . .

. . .











.

(9)

To analyze the queue’s stability, one is interested to determine

the critical arrival rate after which the probability of having

unstable queues starts to dominate and the queue’s idle prob-

ability is zero [26]. Mathematically, for the DTMC in (9) to

be stable, the equality α
dn

< 1 must be satisfied. For unstable

DTMCs, the idle probability is naturally 0. To this end, let

xn = [x0,n x1,n x2,n · · · ] be the steady state probability

vector of the n-th class, where xi,n is the probability that

a device belonging to the n-th class has i packets. The idle

probability of device in the j − th class is evaluated as [27]

xi,n = Ri
n

x0,n

d̄n
, where Rn =

αd̄n

ᾱdn
, and x0,n =

dn − α

dn
.

(10)

Resorting to the mean field theory, the spatially averaged idle

probability χ that is required to evaluate F (θ, δ), is computed

by averaging over the N classes temporal idle probabilities as

χ =
1

N

N
∑

n=1

x0,n. (11)

Algorithm 1 Iterative computation of F (θ, δ) and χ

Input (α, η, ǫ, θ,N, ϕ)

initialize χ

while ||χk − χk−1|| ≥ ϕ do

Compute the moments M̃b from Lemma 1

Evaluate F (θ, α) based on (5)

Compute di, ∀i = [1 · · ·N ] from the Discretized

F (θ, α) based on (7) and (8)

for n = [1, 2, · · · , N ] do

if α < dn then

Compute x0,n based on (10)

else

Set x(0,n) = 0

end if

end for

Compute χ based on (11)

Increment k

end while

Output: F (θ, δ) and χ

end Input

Once the queue distribution is characterized, one can proceed

with evaluating the temporal distribution of a generic packet

within the considered Geo/Geo/1 queue, which is the major

component in computing the peak AoI as explained in Section

II-C. As mentioned earlier, let Wn be the waiting time in the

queue for a packet at a device belonging to the n-th class and

Wm
o = P{Wo = m}. The waiting time for the n-th class is

Wm
n =











dn−α
dn

, m = 0

∑i

v=1 xv,n

(

i− 1

v − 1

)

dvn(1− dn)
i−v m ≥ 1.

(12)

Finally, by plugging eq.(12) in eq.(2), the network-wide peak

AoI of a device within the n-th class is computed as

E{∆p|Φ} =
1

α
+

1

N

(

N
∑

̺=1

∞
∑

k=0

Wk
̺ k
)

. (13)

It is clear that to evaluate the peak AoI, the queue distribution

is required, which in turn is dependent on the network-wide

aggregate interference, via dn. To solve such interdependency,

Algorithm 1 is presented which converges uniquely to a

solution by virtue of fixed point theorem [28].

V. SIMULATION RESULTS

In this section, the proposed spatiotemporal framework for

the Bernoulli traffic is first validated. Afterwards, insights on

the temporal distribution and peak AoI for different system
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parameters are demonstrated. First, framework validation is

conducted via independent Monte Carlo simulations. The

developed simulation framework incorporates microscopic av-

eraging ensuring ergodicity, in which the steady state statistics

of the queues employed at each device are collected. The sim-

ulation area is 10×10 km2 with a wrapped-around boundaries

to ensure unbiased statistics imposed by the network boundary

devices. In order to ensure that the queues are in a steady state,

simulation is first initiated with all queues at the devices as

being idle and then it runs for a sufficiently high number of

time slots until the steady-state is reached. Let x̂t
0 denotes

the average idle steady state probability for the t-th iteration

across all the devices within the network. Mathematically, the

steady state is realized once ||x̂k
0 − x̂k−1

0 || < ϕ, where ϕ is

some predetermined tolerance. After steady state is reached,

all temporal statistics are then gathered based on sufficiently

large number of microscopic realizations. Unless otherwise

stated, we consider the following parameters: N = 10, η = 4,

ρ = −90, ǫ = 1.

In Fig. 4 we show the meta distribution for θ = 1 and

different values of α. One can observe a close match between

the simulation and the proposed framework, which implies

that the iterative solution presented in Algorithm 1 in Section

IV can capture the interdependency between the network-

wide aggregate interference and the queues evolution. As the

α increases, the capability of a given device to dispatch its

packet generated at a given time slot deteriorates, due to the

increased channel access and transmission attempts within the

network. Accordingly, this packet will attempt retransmissions

in consecutive time slots, thus, contributing to the aggregate

interference on the devices that attempt transmissions in com-

ing time slots. Such a consequential effect of increased traffic

load affects the percentile of devices within the network to

achieve a given transmission success probability, as illustrated

via the meta distribution.

Moving to the AoI in Fig. 5, the peak AoI along with

average waiting time are presented. As explained in Section

II-C, the peak AoI depends on the inter-arrival and system

waiting times of a randomly selected packet within the queue.

First we investigate the effect of θ. As θ increases, packets are

subjected to a more stringent requirement on their achieved
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Fig. 5: Peak AoI (left) and average waiting time (right) for

increasing packet generation periodicity (T ) and θ.

SIR. This leads to increased retransmissions, thus, increasing

the mutual interference due to lower idle probabilities. The

increased mutual interference hinders the successful departure

of the packets from their respective queues and lead to queue

instability in some devices, yielding infinite waiting times and

peak AoI. Moving to the arrival probability, for low values of

α, the inter-arrival component dominates, yielding high values

of peak AoI, while the waiting time is low. As α increases,

the waiting times dominates, yielding an increase in the peak

AoI till point of queue instability, as indicated by the stability

point. The effect of θ on the stability frontiers can be explained

in a similar fashion to that of Fig. 4, where increasing θ

diminishes the stability region due to the increased network-

wide aggregate interference. .

Finally, Fig. 6 presents the peak AoI among the different

QoS classes within the network. The shown classes are sorted

in an ascending order with respect to dn. For α = 0.05,

the inter-arrival times dominates the peak AoI, leading to a

nearly-constant peak AoI over all the classes. The location-

dependency is more clear for α = 0.15 and α = 0.25.

Consequently, classes with lower indices experience large peak

AoI due to their larger waiting times (i.e., effect of the location

dependency captured via the meta distribution). For large

traffic load (i.e., α = 0.25), all except last two classes are

unstable, which lead to infinite peak AoI.

VI. CONCLUSION

We present a tractable spatiotemporal mathematical frame-

work to characterize the peak AoI in uplink IoT networks.

We leverage tools from stochastic geometry to analyze

the location-dependent performance of the network under

Bernoulli traffic via the meta distribution. In addition, tools

from queueing theory are utilized to track the queues evolution

at each device and derive interference-aware expressions for

the queue distribution and packets delay. To this end, an iter-

ative algorithm is presented to solve the developed spatiotem-

poral model. Expressions for the packets waiting distribution

within the queue and the peak AoI are provided. Simulation

results are presented to validate the proposed spatiotemporal

framework for different traffic load scenarios. The peak AoI

along with the stability frontiers of the network are presented.



1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

25

QoS class

P
ea

k
A

o
I

[T
im

e
sl

o
ts

]
α = 0.05 α = 0.15 α = 0.25

Fig. 6: Peak AoI for N = 10 QoS classes and θ = 5 dB.

It is shown that the peak AoI highly depends on the spatial

location, traffic arrival load, and decoding threshold.
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APPENDIX A

PROOF OF LEMMA 1

The b-th moment of the transmission success probability

can be derived from eq.(3) as

Mb = E
!
ri,Pi,ro

[

∏

ri∈Φo

( χ̄

1 + θPir
η(1−ǫ)
o

ρr
η

i

+ 1− χ̄
)b]

. (14)

Moreover, the uplink transmission power Pi of the i-th device

is a random variable due to the employed fractional path-

loss power control. This imposes correlation between the

transmission powers of different devices due to the Voronoi

sizes correlation of their serving BSs. Similar to [25], [29], the

transmission power correlations are ignored for mathematical

tractability. The interfering devices are approximated with

the interference seen from an inhomogeneous Poisson point

processes (PPP) Φ̃ ∈ R
2 with the following intensity function

λ(x) = λ(1 − e−πλ||x||2). Following [25, Theorem 1] via

applying the mapping and displacement theorem on Φ̃, the

approximated expressions for the moments are derived, where

the activity profile depicts the aggregate probability of having a

packet within the queue awaiting transmission, which is 1−χ,

where χ is the aggregate idle probability.
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