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Abstract—UAV-based base station (UBS) has played an impor-
tant role in the air-ground integration network due to its high
flexibility and nice air-ground wireless channels. Especially in
Internet of Things (IoT) services, UBS can provide an efficient
way for data collection from the IoT devices. However, due to
the continuous mobility of UBS, the communication durations
of devices in different locations with the UBS are not only
time-limited, but also vary from each other. Therefore, it is a
challenging task to analyze the throughput performance of the
UAV-based IoT network. Accordingly, in this paper, we consider
an air-ground network in which UAV flies straightly to collect
information from the IoT devices based on CSMA/CA protocol.
An analytical model analyzing the performance of this protocol
in the network is proposed. In detail, we set up the system model
for the network, and propose a new concept called quitting
probability. Then, a modified Markov chain model integrating
the quitting probability is introduced to describe the transmission
state transition process and an accurately theoretical analysis of
saturation throughput is given. In addition, the effects of the
network parameters are discussed in the simulation section.

Index Terms—Air-Ground integration network, CSMA/CA,
IoT, Markov chain model, UAV

I. INTRODUCTION

Wireless communication with unmanned aerial vehicles

(UAVs) has been adopted widely in air-ground integration

network for military, public and emergency applications [1].

Compared with the terrestrial communication system, UAV-

based air-ground network is not only easy to deploy, but also

has better wireless channels [2]. Therefore, numerous UAV-

based wireless communication systems have been developed

[3]–[6]. One typical application is the UAV-based data col-

lection network in the air-ground IoT system, where UAV

is deployed as a UBS flying over the IoT devices to collect

the information. In this way, the system avoids the complex

routing design and improves the efficiency of data collection

greatly. However, there are still some challenges in developing

UAV-based data collection system.

One of the challenges is that it is difficult to analyze

the performance of the MAC protocol performance for the

mobility of the UBS. Generally, the fixed-wing UAV is usually

a priority in data collection scenario for its high altitude

and long endurance. However, the UAV of this type cannot

hover over a predetermined location and must fly continuously,
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causing the time-varying channels between the UAV and the

devices. Moreover, the UAV is usually equipped with direc-

tional antennas for energy-efficient transmission, making a

circular signal coverage on the ground. In this case, the devices

in different locations can communicate with UBS for different

durations. These characteristics make it difficult to develop

an accurate and efficient theoretical model to analyze the

performance of a UAV-based communication system. Given

the wide application of the CSMA/CA in data collection

network, we focus on the performance analysis of CSMA/CA

considering the continuous mobility of UBS.

Some work has been made to analyze the performance of the

UAV-based data collection system. [7] analyzes the influence

of the distance between two UAVs on the system performance,

but the UAV’s mobility was not taken into consideration. In

[8], the location of UAV is updated periodically to obtain the

optimized locations of UAV. However, it only involves the ro-

tor crafts which could hover over the predetermined locations

to collect the information. [9] gives a simple but extremely

accurate model to calculate the throughput of CSMA/CA pro-

tocol using Markov chain model, and [10] extends the multi-

dimensional Markov chain model by considering the impacts

of both non-ideal channel and capture effects. Unfortunately,

both of them can only be applied in terrestrial communication

system with fixed base station.

In this paper, we propose a new quitting probability based

on the CMSA/CA protocol to deal with the communication

heterogeneity among the devices caused by UBS’s mobility. In

detail, we divide the devices into different clusters according to

their communication durations with the UBS. Then, a modified

Markov chain model integrating the quitting probability is

introduced to describe the transition of the devices’ state and

an accurate analytical model of saturation throughput is given.

Our main novelty and contributions are given as follows.

• We analyze the characters of the UAV-based IoT network

and propose a new quitting probability in the Markov

chain model to model the devices access process where

the different locations among the devices are considered.

• We set up an accurate theoretical analysis model and

calculate the saturation throughput of CSMA/CA protocol

in UAV-based IoT network.

The rest of this paper is organized as follows. System model

is presented in Section II. Section III analyzes the Markov

model process and gives the computation of throughput.

http://arxiv.org/abs/2011.07444v2
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Fig. 1: System model.

Numerical results are shown in Section IV. Finally, Section V

concludes the paper.

II. SYSTEM MODEL

A. UAV-based Air-ground Network Model

We consider a scenario where UBS collects the information

from a set of IoT devices distributed normally on the 2-D

plane. Let (xu, yu, zu) and (xi, yi, zi) denote the locations of

the UBS and si, i = 1, 2, ...,K , where K is the total number of

devices in the UAV’s coverage. The UBS is assumed to move

in a straight trajectory over the devices which try to access

the UBS for data uploading. The access process between the

devices and the UBS follows CSMA/CA protocol.

During the data collection, for energy efficiency, the UBS

deploys the directional antennas for communications and

forms a circular coverage on the ground, as shown in Fig. 1.

Compared with the traditional communication system with ter-

restrial infrastructures, the communication durations between

UBS and devices are time limited because of the UBS’s

mobility. The devices turn into the active mode and ready

to send the information to the UBS once they are inside the

coverage while the wireless links will break when the UBS

flies away. In addition, the UBS-Devices communication du-

rations are also different under the straight trajectory because

of the different locations of the devices. The communication

duration for device si can be expressed as:

Ti =
2R cos θi

v
, (1)

where R is the radius of the UAV coverage, θi ∈ (0, π/2)
is the locations of the device and can be calculated as θi =
arcsin(xi/R) and v is the velocity of UAV. How to generate

the cluster will be described in detail in Section II-D.

B. Markov Chain Model

To analyze the network performance, we propose a Markov

chain model to explore the access process of the devices

in the network. We divide all the devices in the coverage

into N band-shaped clusters along the flight trajectory. In

each cluster Ci (i = 1, ..., N ), there are ni devices and

each of them is assumed to always have a packet available

for transmission. Assume that all the packet collide with

constant and independent probability regardless of the number

of retransmission suffered.

Generally, the CSMA/CA access scheme employs a binary

exponential backoff technique. During the transmission, the

backoff time is uniformly chosen in the range of (0,Wi,j),
where Wi,j is the contention window in the jth backoff

stage for the devices in cluster Ci. For the first access

round, the Wi,0 equals to CWmin. After each failed access,

contention window will be doubled, up to the maximum

CWmax. Therefore, the size of contention window in stage

j is Wi,j=2jWi,0, 0 ≤ j ≤ L, where L is the retry limit.

To clearly describe Markov chain model, we introduce three

coefficients (i, j and b(t)) to represent the Markov process.

Here b(t) represents the backoff counter for a certain device

at time t. The backoff counter decreases if the channel is

sensed idle and stops when the channel is busy. Let s(t) be

the stochastic process representing the devices’ backoff stage

(j = 0, ...,m, s(t) = j) at time t. The backoff stage changes

after any unsuccessful access transmission until to the maximal

value. A three-dimensional Markov process with i, j and b(t)
can be defined and the detailed stage transition process is

shown in Fig. 2, where the ellipses with parameters (i, j and

b(t)) represent the states of this Markov process. The arrows

show the direction of the state transmission. The formulas

along the arrows, like (1 −Qi)(1− qi), (1 −Qi)qi +Qi, are

the probabilities for one-step transmission. Qi is the quitting

probability and the details are given in Section II-C. qi is the

probability that the devices in the ith cluster sense the channel

busy in a backoff stage and it is derived in Section III-A.

According to Fig. 2, the one-step transmission probabilities

of the Markov process is shown below.

{
Pi,j,k|i,j,k+1 = (1−Qi)(1− qi)
j ∈ [0, L], k ∈ [0,Wi,j − 2]

, (2a)

{
Pi,j,k|i,j,k = (1−Qi)qi +Qi

j ∈ [0, L], k ∈ [1,Wi,j − 1]
, (2b)

{
Pi,0,k|i,j,0 = (1−Qi)(1−qi)

Wi,0

j ∈ [0, L− 1], k ∈ [1,Wi,0 − 1]
, (2c)

{
Pi,0,k|i,L,0 = 1

Wi,0

k ∈ [1,Wi,0 − 1]
, (2d)

{
Pi,j,k|i,j−1,0 = (1−Qi)qi+Qi

Wi,j

j ∈ [1, L], k ∈ [0,Wi,j − 1],
(2e)

where Pi1,j1,k1|i0,j0,k0
is a short notation and it is defined as

Pi,j1,k1|i,j0,k0
=

P{i, s(t+ 1) = j1, b(t+ 1) = k1 | i, s(t) = j0, b(t) = k0}.
(3)

The equation (2a) means that the backoff counter deceases

in the beginning of each time slot with the probability that

the device stays in the coverage area and the channel is idle

at the same time. (2b) tells us the probability that the device



stays in the same stages because it quits the coverage or the

channel is sensed busy. (2c) and (2d) represent the probability

that the backoff stages return to 0 from the former stages. For

devices in stages (i, j, 0), they will transmit to (i, 0, k) after a

successful transmission or quit the network. For the stages in

(i, L, 0), they will return to stages 0 anyway. The last equation

gives the probability of rescheduling a contention state after

an unsuccessful transmission.

(1-Qi)(1-qi) (1-Qi)(1-qi)

(1-Qi)(1-qi) (1-Qi)(1-qi)

(1-Qi)(1-qi) (1-Qi)(1-qi)

(1-Qi)qi+Qi (1-Qi)qi+Qi

(1-Qi)qi+Qi (1-Qi)qi+Qi

(1-Qi)qi+Qi (1-Qi)qi+Qi

(1
-Q

i)
(1
-q
i)

(1
-Q

i)
(1
-q
i)

1

((1-Qi)qi+Qi)/Wi,L

((1-Qi)qi+Qi)/Wi,j

Fig. 2: Markov chain model.

C. Quitting Probability

Since the mobility of the UBS, the devices on the ground

will quit the access process if it is removed from the signal

coverage. To model this special scenario, a new concept called

quitting probability is proposed to define this quitting behavior.

Since the devices have different communication durations with

the UBS, their packets for transmission will go through the

Markov process for different times. The longer they stay

in UBS’s coverage, the higher probability they can transmit

packets successfully because they have higher opportunities

to retry the network access.

To calculate the quitting probability of the devices in cluster

Ci, we first consider a situation where a packet traverses all

the backoff stages, which indicates that the device does not

quit the network in the whole access process. In this case, the

transmission state transfers to state (i, L, 0). Here we use Pb to

denote the stationary probability of state (i, L, 0). Obviously,

(1 − Pb) represents the probability that the packet quits the

access process during the process.

While for cluster Ci, the quitting probability Qi can be

defined as the probability that the device quits the access

process after mi times, where mi shows the maximal access

times for cluster i. Accordingly, Qi can be shown as

Qi = (1− Pb)
mi , (4)

where mi = Ti

∆ . ∆ is the time duration after the packet

traverses all the stages and the details can be find in Section

II-D.

By introducing the quitting probability into the Markov

chain model, we can insight the transmission process in the

UAV-based network.

D. The Division of the Devices Clusters

As mentioned before, the devices in different locations have

different time to access the UBS. To insight the network prop-

erty, we divide the devices into different clusters according to

how many times they can traverse the whole Markov process.

For example, one device will be allocated into the cluster Ci

if it can traverse the Markov process for li times. Here li can

be expressed as

li =

⌊

Ti

∆

⌋

=

⌊

2Rcosθi
v ∗∆

⌋

, (5)

where ⌊x⌋ represents the rounding down to x. ∆ is the time

for a packet to traverse all the Markov stages. According to

[11], ∆ is shown as

∆ =E(Bi)δ + E(Fi)[
Psi

Pbi

Ts +
(Pbi − Psi)

Pbi

Tc]

+ L(Tc + To),

(6)

where Psi and Pbi are the probabilities that the devices in Ci

transmit a packet successfully and the probability that there

is at least one device transmitting the packet, respectively.

Bi represents the total number of backoff counter and E(Bi)
is the average number of backoff counter during the backoff

stage, which can be shown as

E(Bi) =

L
∑

j=0

Wi,j − 1

2
. (7)

Assume that Fi is the overall time when the counter freezes

and E(Fi) is shown as

E(Fi) =
E(Bi)

1− qi
qi. (8)

Let Ts and Tc in (6) denote the average time that the channel

is sensed busy and the average time for a collision. To is the

time that a device has to wait after the access collision before

the next channel sensing.

Here the basic access mechanism is a two-way handshaking

technique while the RTS/CTS is a four-way handshaking

technique, which are the most common mechanisms in 802.11

[12] and [13]. The definitions of Ts, Tc and To are different

in the basic access mechanism and RTS/CTS mechanism.

For clarity, we use T b
s , T b

c , T b
o and T r

s , T r
c , T r

o to denote

the parameters in basic access mechanism and RTS/CTS

mechanism, respectively. Then, we have

T b
s = TH + TE + SIFS + TACK +DIFS + 2 ∗ δ, (9)



T b
c = TH + TE +DIFS + δ, (10)

T b
o = SIFS + TACK timeout, (11)

T r
s =TRTS + TCTS + TH + TE + 3 ∗ SIFS+

TACK +DIFS,
(12)

T r
c = TRTS + SIFS + TACK +DIFS, (13)

T r
o = SIFS + TCTS timeout, (14)

where TH, TE, TACK, SIFS, DIFS, TRTS and TCTS denote the

time to transmit the header (including MAC header, physical

header), the time to transmit a payload with length E, the

time to transmit an ACK, the time durations of a SIFS and

DIFS, and the time to transmit a RTS and CTS , respectively.

TCTS timeout and TACK timeout denote the duration of the

ACK and CTS timeouts respectively. δ denotes the duration

for an idle time slot.

Under this division strategy, the devices located in the center

band of the UBS’s coverage can connect with the UBS for the

longest time. If these devices repeat the backoff process for

N times, they belong to the cluster CN and N =
⌊

tN
v∗∆

⌋

. In

this way, all the devices in the coverage can be divided into

N clusters and each devices in the cluster Ci, (i = 1, 2, ..., N)
can repeat the Markov process for i times.

On the other hand, we assume the devices are uniformly

distributed in the UBS’s coverage with density ρ, the number

of the devices in the area follows the Poission distribution

according to [14]. The probability that there are n devices in

the cluster Ci can be shown as

fi(n) =
(ρAi)

n
e−ρAi

n!
, n = 0, 1, 2, ...,∞, (15)

where Ai is the area of Ci. This distribution can help us

to analyze the saturation throughput of the network in the

following section.

III. PERFORMANCE ANALYSIS

This section analyzes the Markov chain process and gives

the solution of the saturation throughput.

A. Markov Chain Process Analysis

Before the analysis, we first define the stationary distribution

of the chain bi,j,k as

bi,j,k = lim
t→∞

P{cluster = i, s(t) = j, b(t) = k},

j ∈ [0, L], k ∈ [0,Wi,j ].
(16)

Then, for a device in the cluster i, we get

bi,j,0 = Peqbi,j−1,0 = P j
eqbi,0,0, j ∈ [0,Li], (17)

where Peq can be expressed as

Peq = (1 −Qi)qi +Qi, (18)

where qi is the probability that the channel is busy when

the device is in the backoff stage. During the access process,

according to the CSMA/CA protocol, once a device in the

cluster Ci connects to the UBS, other devices either in the

cluster Ci or not cannot transmit information to the UBS.

Combining the Poission distribution of the number of the

devices in (15), we can calculate the qi as (19).

According to the chain regularities, each value of the

backoff counter k ∈ [1,Wi,j − 1] can be obtained by (20).

By substituting (17) in (20), all the values bi,j,k can be

expressed as a function of bi,0,0. Then, considering the nor-

malization condition, we can easily obtain:

1 =

L
∑

j=0

Wi,j−1
∑

k=0

bi,j,k

=

L
∑

j=0

bi,j,0 +

Wi,j−1
∑

k=1

bi,0,k +

L
∑

j=1

Wi,j−1
∑

k=1

bi,j,k,

(21)

where Pa = (1 − Peq), Pb = (1 − 2Peq). Therefore, we can

obtain the expression of bi,0,0, as shown in (22).

According to the Markov chain, the devices stop the trans-

mission when their backoff counters decrease to 0. Thus, the

probability τi that one device in the cluster i transmits a packet

in a randomly selected time slot can be shown as:

τi =
L
∑

j=0

bi,j,0 =
1− PL+1

eq

1− Peq

bi,0,0. (23)

By combining (19) and (23), we can calculate the value of

parameters τi numerically.

qi = 1−
i−1
∏

h=1

(
∞
∑

n=0

fh(n)(1 − τh)
nh)(

∞
∑

n=1

fi(n)(1− τi)
n−1)

N
∏

h=i+1

(
∞
∑

n=0

fh(n)(1 − τh)
nh) (19)

bi,j,k =
Wi,j − k

Wi,j







(1− qi)(1−Qi)
Lj−1
∑

j=0

bi,j,0 + bi,L,0, j = 0

[qi(1−Qi)+Qi]bi,j−1,0, j ∈ [1, L]

(20)

bi,0,0 =
2PaPb

2Wi,0Peq[Pa(1− (2Peq)
L)− (1− PL

eq)Pb] + 2Pb(1− PL+1
eq ) + Pb[(1− qi)(1−Qi)(1− PL

eq) + PaPL
eq ](Wi,0 − 1)

(22)



B. Saturation Throughput Computation

Let Ptr be the probability that there is at least one device

doing the transmission for a certain time. According to [9], it

can be shown as

Ptr = 1−

N
∏

h=1

(

∞
∑

n=0

fh(n)(1− τh)
n
). (24)

For the devices in cluster Ci, the probability of successful

transmission Psi can be calculated as

Psi =

[

∞
∑

n=1

fh(n)nτi(1 − τi)
n−1

]

×

N−1
∏

h=0,h 6=i

[

∞
∑

n=0

fh(n)(1 − τh)
n

]

.

(25)

Therefore, in the whole coverage, the overall probability

Ps of successful packet transmission to UBS can be shown

as Ps =
N
∑

i=1

Psi . Finally, by combining (24) and (25), the

throughput of the network can be shown as

S =
PsPtrE[P ]

(1− Ptr)σ + PsPtrTs + Ptr(1− Ps)Tc

. (26)

IV. SIMULATION AND NUMERICAL RESULTS

In this section, we validate our system model firstly by

comparing the theoretical results with those obtained by the

Monte Carlo simulation. Then, the effects of the network

parameters, such as UBS’s velocity and the density of the

devices, on the throughput are analyzed. An idle time slot δ
is 50µs, ACKtimeout= 300 µs, CTStimeout= 300 µs, ACK=

112 µs, RTS= 160 µs, CTS= 112 µs, SIFS=28 µs, DIFS=

128 µs. Assume the channel data rate is equal to 1Mbit/s
and the frame size , denoted by EP, is fixed at 8k Bytes. The

radius of the coverage is assumed to be 1000m unless stated

otherwise.

Fig. 3 indicates the normalized saturation throughput versus

the velocity of the UBS under different parameters for the

theoretical model and the simulation, marked as ‘Mod’ and

‘Sim’ in legends respectively. To fully verify the network

performance, we validate the results in both basic access

and RTS/CTS cases. The user density in this simulation is

ρ = 50/km2 and the retry limit is L = 7 for all devices. In

addition, we adopt two values of the initial contention window

size (CWmin = 8, 16) to explore the network performance.

It is clear to see that the theoretical results (lines) match the

simulation results (symbols) well, which perfectly confirm our

model. Moreover, the saturation throughput of proposed model

decreases with the increasing of the UBS’s velocity. This is

because the device can connect with the UBS for a shorter time

when the UBS flies faster. It is hard for all the devices to access

the channel and fewer packets can be transmitted successfully

because of the short communication duration, leading to the

the lower throughput.

In Fig. 4(a), we plot the normalized saturation throughput

vs. the density of the devices for both basic access and
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Fig. 3: Saturation throughput vs. velocity of the UBS.

RTS/CTS mechanisms under two different UBS’s velocities

(v = 10, 20m/s). The density of the devices increases from

50/km2 to 100/km2. It can be seen that the density of the

devices influences the performance negatively. The throughput

decreases along with the increase of the devices’ density. This

is because with the constraint of the spectrum resource, the

more devices participate in the access process at the same

time, the more access collisions will happen, which makes

it harder to transmit a packet successfully and result in the

lower throughput. In addition, by comparing the throughput

of those two mechanisms, we can find that the RTS/CTS

performs better than the basic access mechanism in saturation

throughput. Compared with the basis mechanism, RTS/CTS

is designed to combat the problem of hidden terminal and it

can reduce the duration of a collision to increase the system

performance. Therefore, RTS/CTS is more likely to give better

performance than the basic one especially when long messages

are transmitted.
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Fig. 4: Saturation throughput vs. device density and retry limit.

In the simulations, we also implement some experiments

to analyze the influence of the retry limit on the saturation

throughput for both basic access and RTS/CTS mechanisms,



shown in Fig. 4(b). From Fig. 4(b), we can see that the

increase of the retry limit (from 7-14) has negative impact

on the throughput. It is because that the devices have more

opportunities to retry the transmission with larger retry limit,

which will cause more collisions and it is more difficult to

transmit a packet successfully in the network. As a result, the

throughput will be influenced negatively.
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Fig. 5: Saturation throughput vs. initial contention window size

and UBS’s coverage.

The impacts of the initial contention window size are also

analyzed in Fig. 5(a). According to Fig. 5(a), we can conclude

that the effects of the initial contention window size is serious.

For basic access mechanism, the throughput declines to almost

zero when the initial contention window size climbs to 256.

For RTS/CTS mechanism, the effects cannot be ignored either.

The throughput drops to below 0.1 in this scenario. The reason

is that if the initial contention window increases, the devices

will spend more time in the backoff process. Therefore, the

channel is more likely to stay in idle state, causing the waste

for the part of the channel resource. On the other hand, the

transmission delay will be longer for larger window size which

also influences the throughput performance.

Finally, the impacts of UBS’s coverage are considered.

Since the UBS’s coverage is a circle, we just analyzes the

effects of the radius of the coverage. Here we set the density

of the devices is ρ = 50/km2 and the radius of the coverage

increases from 1000 m to 2000 m. The results for basic access

mechanism and RTS/CTS mechanism are given in Fig 5(b).

The throughput drops with the increasing of the radius

both in basic access mechanism and RTS/CTS mechanism.

For larger coverage area, more devices will connect with

the UBS and transmit the packet simultaneously, leading to

the more congestion. Accordingly, the system’s throughput

decreases both for basic and RTS/CTS mechanisms. Though

both increasing the density of the devices and UBS’s coverage

radius enlarge the number of the devices that the UBS serves,

there is sitll some difference between these two methods. The

larger coverage not only increases the number of the devices,

but also improves the communication duration between the

devices and the UBS. Thus, the results are different between

Fig. 4(a) and Fig. 5(b).

V. CONCLUSIONS

In our paper, a scenario where a UBS flies straightly to

collect data from a set of IoT devices is considered. Based

on the characteristics of the UAV-based network, we propose

a quitting probability and develop a Markov chain model

to calculate the saturation throughput of CSMA/CA in this

UBS data collection system. In addition, we also analyze the

impacts of different network parameters including retry limit,

initial contention window size, UBS’s velocity, the density of

the devices and the UBS’s coverage.
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