
1

Optimal but Low-Complexity Optimization Method
for Nonsquare Differential Massive MIMO

Yuma Katsuki∗ and Naoki Ishikawa∗
∗Graduate School of Engineering Science, Yokohama National University, 240-8501 Kanagawa, Japan.

Abstract—In this paper, we propose an optimal but low-
complexity optimization method for nonsquare differential mas-
sive MIMO. While a discrete nonlinear optimization is required
for the conventional nonsquare differential coding, we newly
modify it to perform a low-complexity continuous linear opti-
mization. This novel method exhibits immediate convergence as
compared to the conventional method. Additionally, the proposed
differential coding can be regarded as a differential counterpart
of the coherent generalized spatial modulation. Our numerical
comparisons demonstrate that the proposed method achieves the
best coding gain for any number of transmit antennas, although
the optimization cost is nearly negligible.

Index Terms—MIMO, differential modulation, nonsquare dif-
ferential space-time block codes, optimization, dual annealing.

I. INTRODUCTION

Automated vehicles have to rely on wireless communi-
cations in order to ensure safety. In vehicle-to-vehicle and
vehicle-to-infrastructure communications, we need to maintain
a reliable connection even at night, in heavy rainfall and/or
high mobility scenarios [1]. If there is a high latency or error
in the transmission of data, it could cause a serious traffic
accident. Thus, wireless technology with lower latency and
higher reliability is indispensable for future networks.

Spatial modulation (SM) [2] has been proposed as a
multiple-input multiple-output (MIMO) scheme to simplify
both transmitter and receiver while maintaining the same
transmission rate as the conventional spatial multiplexing. SM
conveys information by selecting one of M transmit antennas
and improves the transmission rate on the order of log2(M).
Later, the generalize SM (GSM) [3] is proposed to further
improve the transmission rate. Both SM and GSM require
accurate channel state information (CSI) at the receiver. The
effect of rapid changes in the radio propagation environment
cannot be ignored when assuming communication with high-
mobility scenarios, such as cars in automatic operation.

Square-matrix-based differential space-time coding (S-
DSTC) [4, 5] does not require CSI estimation and insertion
of pilot symbols. A bit sequence is mapped to an M × M
unitary matrix, and this data matrix is transmitted using M
time slots with M antennas. It is effective for environments
where CSI changes rapidly; however, it imposes a large burden
for massive MIMO scenarios since it inevitably requires a
large number of time slots [6].

Nonsquare-matrix-based differential space-time coding (N-
DSTC) [7–9] has been studied since 2017 that is capable of
reducing the number of transmit time slots from M to T (T <

M). This scheme is especially suitable for millimeter-wave
communications in high-speed mobile environments [10]. It
is demonstrated in [11] that the nonsquare counterpart of
the diagonal unitary coding (DUC) [12] achieves competitive
performance, although it requires a high-complexity discrete
optimization. The time complexity of this DUC optimization
becomes severe as the number of transmit antennas increases.

Against this background, we propose an optimal but low-
complexity optimization method for the N-DSTC scheme. The
conventional discrete optimization problem required for N-
DSTC is newly transformed into a continuous optimization
problem, which significantly reduces time complexity. Addi-
tionally, the proposed differential scheme can be regarded as
a differential counterpart of the GSM scheme. Our numerical
comparisons demonstrate that the proposed scheme is scalable
to an increase in the number of transmit antennas.

II. CONVENTIONAL DIFFERENTIAL MIMO [12, 13]

In this paper, we assume a MIMO system with M transmit
antennas and N receive antennas, where the number of trans-
mit antennas is a power of two, i.e., M = 21, 22, · · · . The
received symbol block is given by

Y(i) = H(i)S(i) +V(i) ∈ CN×M (1)

where i denotes a transmission index, H(i) ∈ CN×M de-
notes a channel matrix that obeys the i.i.d. Rayleigh fading
CN (0, 1), and S(i) ∈ CM×M denotes a space-time codeword.
The codeword S(i) is transmitted by M antennas over M
time slots. We assume that the additive noise V(i) ∈ CN×M

follows the i.i.d complex Gaussian distribution, CN (0, σ2
v),

and the signal-to-noise ratio (SNR) is calculated as 1/σ2
v , i.e.,

10 · log10(1/σ2
v) [dB].

The S-DSTC [4, 5] scheme has been proposed as a MIMO
scheme that does not require estimation of CSI. This scheme
maps B [bit] input bit sequence to a data matrix X(i) ∈
CM×M and multiplies the data matrix X(i) by the previous
block S(i− 1), which is called differential encoding. Finally,
the differentially-encoded block S(i) is transmitted through M
antennas over M time slots.

We use two representative S-DSTC schemes: the algebraic
differential spatial modulation (ADSM) [13] and the diagonal
unitary coding (DUC) [12].

The ADSM scheme [13] maps B [bit] information to the
data matrix X(i) as follows. First, the B-length input bit
sequence is partitioned into two sequences: B1 = log2(M)
[bit] and B2 = log2(L) [bit]. The first B1 [bit] information
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is used for selecting a specific dispersion matrix (DM) out of
M DMs A1, · · · ,AM ∈ CM×M , which are given by

{A1, · · · ,AM} = {IM ,M,M2, · · · ,MM−1}. (2)

Here, the permutation matrix M is defined by

M =


0 0 · · · 0 ej2π/L

1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0

 ∈ CM×M . (3)

The selected DM is represented as Am(i). Second, the B2

[bit] information is mapped to an L-PSK symbol s(i) ∈ C.
Finally, a data matrix X(i) = s(i)Am(i) is generated.

By contrast, the DUC scheme [12] maps B [bit] information
to the data matrix X(i) as follows. The B-length input bit
sequence is mapped to a decimal number b and the corre-
sponding data matrix is defined by

X(i) = diag

[
exp

(
j
2πb

2B
u1

)
, · · · , exp

(
j
2πb

2B
uM

)]
. (4)

Here, the M number of diversity-maximizing factors 0 < u1 ≤
· · ·uM ≤ 2B/2 ∈ Z are designed so as to maximize the
diversity product of

Pmax = min
b∈{1,··· ,2B−1}

∣∣∣∣∣
M∏

m=1

sin

(
πbum

2B

)∣∣∣∣∣
1
M

. (5)

The search space size of (5) can be calculated as(
2(B−1)+M−1

M

)
. For example, we have

(
3M−1

M

)
candidates for

B = log2(M)+2. Then, if we use M = (32, 64, 128, 256 · · · )
transmit antennas, we have to consider (2×1025, 5×1051, 4×
10104, 4× 10210 · · · ) candidates, respectively. Hence, the op-
timization of DUC causes a combinatorial explosion.

After the data matrix X(i) is generated, the corresponding
space-time codeword is differentially encoded by

S(i) =

{
IM (i = 0)
S(i− 1)X(i) (i > 0)

(6)

The noncoherent maximum likelihood (ML) detection for i >
0 is carried out by:

X̂(i) = arg min
X

∥Y(i)−Y(i− 1)X∥2F . (7)

III. CONVENTIONAL NONSQUARE CODING [11]

The space-time codeword S(i) ∈ CM×M of S-DSTC is
transmitted in M time slots using M antennas. Increasing
the number of transmit antennas results in increasing the
number of required time slots, which is inefficient for massive
MIMO scenarios. Therefore, nonsquare-matrix-based DSTC
(N-DSTC) [7, 11] has been proposed to reduce the number of
required time slots. Specifically, it multiplies S(i) by the basis
e1 ∈ CM×1 to reduce the number of time slots from M to 1.

A. Algebraic Construction Method for Nonsquare Basis

The N-DSTC scheme relies on a basis e1 ∈ CM×1. The
basis has to satisfy the following constraints for 1 ≤ k ̸=
k′ ≤ M :

Power constraint : ∥ek∥2F = 1 (8)

Orthogonality : eHk ek = 1 and eHk ek′ = 0 (9)

Reconstructability :

M∑
k=1

eke
H
k = IM (10)

In general, the component sub-matrices taken from a unitary
matrix UM ∈ CM×M satisfy all the above constraints. Thus,
we construct a set of bases as [E1 E2 · · · EM/T ] = UM .

We introduce a specific construction method for e1. With
M transmit antennas and Nb non-zero components in each
column, the corresponding basis is given by

UM = bdiag [W, · · · ,W]︸ ︷︷ ︸
M/Nb repetition

∈ CM×M . (11)

In (11), the discrete Fourier transform matrix W is expressed
by

W =
1√
Nb


1 1 · · · 1
1 ω · · · ωNb−1

1 ω2 · · · ω2(Nb−1)

...
...

. . .
...

1 ωNb−1 · · · ω(Nb−1)(Nb−1)

 , (12)

where we have ω = exp(−2πj/Nb). When Nb = 1 and Nb =
M , both cases are specially called sparse basis and dense basis,
respectively. Since M/Nb has to be an integer, we use Nb =
1, 21, 22, · · · , 2log2(M) in this paper.

B. Nonsquare Differential Encoding and Decoding

The N-DSTC scheme transmits the reference symbols of
{e1, · · · , eM} over M time slots, which is the same as the
conventional differential family. Thus, during the block index
1 ≤ i ≤ M , the received symbol block is expressed as

y(i) = H(i)ei + v(i) ∈ CN×1. (13)

The data matrix X(i) for M < i ≤ W is differentially
encoded according to (6), and then the space-time codeword
S(i) multiplied by e1 is transmitted. Thus, the received symbol
block is expressed as

y(i) = H(i)S(i)e1 + v(i). (14)

The reference insertion ratio is defined by η = M/W and we
set W = 20M so that η becomes 5%

The noncoherent ML detection for i > M is carried out by

X̂(i) = arg min
X

∥y(i)− Ŷ(i− 1)Xe1∥2F (15)

where Ŷ(i) is defined by

Ŷ(i) =

{ ∑M
k=1 y(k)e

H
k (i = M)

y(i)e(1−α) + Ŷ(i− 1)X̂(i)E(α) (i > M)
(16)



In (16), E(α) and e(1−α) are given by{
E(α) = α(i)e1e

H
1 +

∑M
k=2 eke

H
k

e(1−α) = (1− α(i))eH1 .
(17)

In (17), the adaptive forgetting factor α(i) is given by [10]

α(i) = min

[
max

[
N · σ2

v

∥d(i)∥2F
, 0.01

]
, 0.99

]
, (18)

where we have d(i) = y(i)− Ŷ(i− 1)X̂(i)e1.

IV. PROPOSED NONSQUARE CODING

To maximize performance, we clarify a minimum require-
ment to pursue the performance upper bound. Specifically,
we generalize the non-zero elements value of the basis e1 to
complex numbers. In addition, we propose a communication
method that can achieve the same performance as the conven-
tional nonsquare differential scheme even if we ignore the two
constraints that were considered necessary.

A. High-performance Basis via Continuous Optimization

The conventional study [11] claims that the basis e1 must
satisfy (8)–(10). In this paper, we reveal that the only condition
that must be satisfied is only (8). Therefore, we analyze the
performance of e1 that satisfies the power constraint of (8), and
clarify novel conditions for achieving the performance limit.
We first consider the case of M = Nb and extend it to the
case of arbitrary Nb. When e1 ∈ CM×1 satisfies the power
constraint and the power is equally distributed among all the
transmit antennas, e1 is given by

e1 = [e1 e2 · · · eM ]T /
√
M ∈ CM×1. (19)

Here, each element em (1 ≤ m ≤ M) of e1 lies on a circle
of radius one in the complex number plane and is represented
by em = ejθm(0 ≤ θm < 2π).

As a metric to evaluate the basis, we use the coding gain
expressed by [14]

g(e1) = min
X1 ̸=X2

∣∣(X1e1 −X2e1)
H(X1e1 −X2e1)

∣∣ 1
N , (20)

which calculates the minimum Euclidean distance between
X1e1 and X2e1. To calculate (20), we have to take any
two matrices from X1, · · · ,X2B ∈ CM×M , calculate the
Euclidean distance, and find the minimum. Hence, we have
to consider

(
2B

2

)
matrices to calculate (20) to evaluate a basis

e1. For example, in the B = 8 [bit] case,
(
28

2

)
= 32640

matrices are considered, which is not suitable for massive
MIMO scenarios with a large number of transmit antennas.

When we use DUC, the coding gain does not depend on
the value of the basis. By contrast, when we use ADSM and
calculate the coding gain, we obtain the following simplified
expression.

g(e1) = min(g1(e1), g2(e1)), (21)

where we have

g1(e1) = min
s1 ̸=s2

|s1 − s2|
2
N and (22)

g2(e1) = min
n=1,··· ,M/2

[
2− 2Re{s · eH1 Mne1}

] 1
N . (23)

Note that s1 and s2 are arbitrary L-PSK symbols used to
represent the B2-length information. If we limit N = 1, the
maximum value of g(e1) is 2 for both B2 = 1 and B2 = 2
cases. The coding gain g can be maximized when we have
|eH1 Mne1| = 0 for all n with 1 ≤ n ≤ M/2. Based on this
observation, we propose a novel objective function of

f(e1) =

M/2∑
n=1

|eH1 Mne1|. (24)

For example, in the M = 2 case, we obtain the optimal
solution e1 = [1 ej

π
4 ]T /

√
2, which contains a complex value

unlike the conventional N-DSTC.
In (24), we need to perform M/2 matrix calculations to

evaluate one basis, which is much smaller than the original
case (20). Specifically, when we have M = 64 and B = 8,
the number of matrix calculations required to evaluate one
basis in (20) can be reduced from 32640 to 32.

B. Extension for the Nb < M case

In Section IV-A, the number of nonzero components in e1
is limited to M . Here, we extend the proposed basis to support
an arbitrary number of nonzero components, which is denoted
by Nb ≤ M . Specifically, the original basis e1 of (19) is
represented as e1(M,M) since it is designed for M transmit
antennas and has M nonzero components. We newly define
e1(M,Nb) ∈ CM×1 as the optimal basis for the M and Nb (<
M) case. The extended basis e1(M,Nb) ∈ CM×1 for M >
Nb can be designed by a recursive manner as follows:

e1(M,Nb) = e1

(
M

2
, Nb

)
⊗

[
1
0

]
∈ CM×1. (25)

For example, if we consider the M = 4 and Nb = 2 case, the
corresponding extended basis is calculated as

e1(4, 2) = e1(2, 2)⊗
[
1
0

]
=

1√
2

[
1

ej
π
4

]
⊗

[
1
0

]
=

1√
2


1
0

ej
π
4

0

 .

(26)

If we have B = 4, the 4× 4 ADSM codewords are projected
by e1(4, 2) as follows:

1√
2




1
0

ej
π
4

0

 ,


0
1
0

ej
π
4

 ,


ej

3π
4

0
1
0

 ,


0

ej
3π
4

0
1

 ,


j
0

ej
3π
4

0

 , · · ·

 .

(27)

which are similar to the GSM codewords [3].



C. Generalized Transmission Procedure

The conventional N-DSTC scheme has to prepare
e2, · · · , eM that satisfies the constraints (8)–(10), in addition
to the generated basis e1. Although there is a systematic
method to generate e2, · · · , eM [11], the calculation cost may
not be ignored when the number of transmit antennas is large.
In this paper, we propose a novel N-DSTC scheme that relies
on e1 only.

Our proposed transmission procedure does not require
e2, · · · , eM . Instead, we generate a random unitary matrix that
is shared between the transmitter and the receiver. Specifically,
an arbitrary unitary matrix UM = [u1, · · · ,uM ] ∈ CM×M is
generated, where we have UM = IM in the simplest case.
First, the unitary matrix UM = [u1, · · · ,uM ] is transmitted
in M time slots as reference symbols. The received symbol
block for 1 ≤ i ≤ M is expressed as

y(i) = H(i)ui + v(i). (28)

Then, we use the basis e1 ∈ CM×1 for data transmission. The
data matrix X(i) for M < i ≤ W is differentially encoded
according to (6), and the space-time codeword S(i) is mapped
onto an M × 1 rectangular matrix as follows:

y(i) = H(i)S(i)e1 + v(i). (29)

D. Simplified ML Detection

We propose a noncoherent ML detector that corresponds to
Section IV-C as follows:

X̂(i) = arg min
X

||y(i)− Ŷ(i− 1)Xe1||2F (30)

where Ŷ(i) is defined by

Ŷ(i) =

{ ∑M
k=1 y(k)u

H
k (i = M)

y(i)e(1−α) + Ŷ(i− 1)X̂(i)E(α) (i > M)
.

(31)

In (31), we have E(α) = IM − e1e
(1−α) and e(1−α) = (1 −

α(i))eH1 . The definition of α(i) is the same as that used in
(18). The proposed detector (30) does not include e2, · · · , eM ,
which can further simplify the N-DSTC scheme.

V. PERFORMANCE COMPARISONS

We evaluate the complexity of the proposed optimization
method and its performance in terms of average mutual
information (AMI) and bit error ratio (BER) by Monte Carlo
simulations.

Fig. 1 shows the effective time required to complete the
conventional and proposed optimization methods, where we
had M = 2, 4, · · · , 64 and B = log2(M) + 2. The discrete
nonlinear optimization is required for the DUC scheme, and its
completion time is too large to be verified. Instead, in the DUC
case, we used completion time expected from a small number
of iterations.1 For the optimization of g(e1) defined in (20) and

1We generated a set of u1, u2, · · · , uM and measured its real evaluation
time. The completion time can be expected by multiplying it by the search
space size.
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Fig. 1. Effective time required to complete the conventional and proposed
optimization methods, where the number of transmit antennas was varied from
M = 2 to 64 and we set the length of input bit sequence B = log2(M)+2.
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Fig. 2. Comparison of coding gain for the number of transmit antennas
M = 64, the number of receive antennas N = 2, and the length of input bit
sequence B = 8, where the number of nonzero components was varied from
Nb = 2 to 64.

f(e1) defined in (24), we used the dual annealing method [15]
that was capable of obtaining a global optimal solution. As
shown in Fig. 1, in the M = 26 = 64 case, the DUC required
about 3×1043 years to complete the optimization, which was a
reference. The conventional objective function, g(e1), required
43000 seconds to complete the dual annealing optimization,
while the proposed counterpart, f(e1) required 100 seconds,
which was 430 times faster. This gap monotonically increases
as the number of transmit antennas increases since complexity
order of g(e1) and f(e1) are O(M3) and O(M2), respectively.

Fig. 2 shows the coding gain for M = 64, N = 2, and
B = 8, where the number of nonzero components was varied
from Nb = 2 to 64. As shown in Fig. 2, the nonsquare
ADSM scheme having the conventional hybrid basis (11)
exhibited the decrease in the coding gain as the number of
nonzero components Nb increased since the value of nonzero
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Fig. 3. Comparisons of AMI and BER for the number of transmit antennas
M = 64, the number of nonzero components Nb = 64, the number of receive
antennas N = 2 and the length of input bit sequence B = 8.

components of the hybrid basis must be 1. Similarly, the
nonsquare DUC scheme having the conventional hybrid basis
exhibited the opposite trend to the ADSM case since in
DUC optimization, u1, u2, · · · , uM are optimized but only Nb

components are transmitted with hybrid basis. It was observed
in Fig. 2 that our proposed basis achieved the best coding gain
for any Nb as compared to the conventional basis since we
optimize Nb complex number for Nb nonzero components.

Fig. 3 shows the AMI and BER comparisons of the
conventional and proposed methods, where we considered
M = Nb = 64, N = 2, and B = 8. As shown in Fig. 3, the
proposed method succeeded in improving both AMI and BER
as compared to the conventional method, and achieved the
same AMI and BER as the nonsquare DUC, which required
time-consuming optimization. These results were consistent
with the result given in Fig. 2. It was shown in fig. 3(b) that
the BER of the proposed method was about 1 dB worse than
that of the nonsquare DUC scheme, although both achieved a
similar coding gain.

VI. CONCLUSIONS

In this paper, we proposed a low-complexity optimization
method for the N-DSTC scheme, which is suitable for nonco-
herent massive MIMO scenarios. The numerical comparisons
demonstrated that the proposed optimization method finished
430 times faster than the conventional method, which allowed
us to increase the number of transmit antennas. In terms of the
coding gain, the proposed basis outperformed the conventional
hybrid basis for any numbers of transmit antennas and nonzero
components, which was also verified by the AMI comparison.
In terms of BER, we observed 1 [dB] gap between the
conventional nonsquare DUC and the proposed nonsquare
ADSM scheme, which should be improved in future work.
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