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Abstract—The estimation of millimeter-wave (mmWave) mas-
sive multiple input multiple output (MIMO) channels becomes
compelling when one-bit analog-to-digital converters (ADCs) are
utilized. Furthermore, as the number of antenna increases, pilot
overhead scales up to provide consistent channel estimation,
eventually degrading spectral efficiency. This study presents a
channel estimation approach that combines a conditional gener-
ative adversarial network (cGAN) with a novel blind denoising
network with a sparse feature attention mechanism. Performance
analysis and simulations show that using a cGAN fused with
a feature attention-based denoising neural network significantly
enhances the channel estimation performance while requiring less
pilot transmission.

Index Terms—channel estimation, one-bit ADC, massive
MIMO, generative adversarial network, feature attention

I. INTRODUCTION

The millimeter-wave (mmWave) along with massive mul-
tiple input multiple output (MIMO) enables high-capacity
communication for next-generation wireless mobile systems.
However, massive MIMO systems bring additional complexity
and cost to the overall system architecture. In particular, a
large number of radio frequency (RF) chains and analog-to-
digital converters (ADCs) used in massive MIMO systems
significantly increase power consumption. This difficulty can
be handled either by reducing the number of RF chains or uti-
lizing one-bit analog-to-digital converter (ADC) [1]. The sig-
nificant drawback of one-bit ADC is that the received signals
are highly quantized, making channel estimation a challenging
task. Therefore, high-accuracy and low-complexity estimation
methods using minimal pilot overhead are needed for one-bit
ADC massive MIMO systems.

Initial studies for massive MIMO channel estimation have
been performed using compressive sensing (CS) methods
based on approximate message passing (AMP) algorithms
which exploit sparsity in mmWave channel [2], [3]. In practical
scenarios, the performance of the AMP algorithm in channel
estimation is bounded by the challenge of determining optimal
shrinkage parameters. As another CS method, an expectation-
consistent signal recovery algorithm has been proposed to
model sparse mmWave channel elements using a Laplacian
prior assumption [4], where the proposed technique outper-
forms AMP-based algorithms.

The CS methods require higher computational complexity
and have lower performance compared to deep learning (DL)
based approaches which have gained prominence for dealing
with a wide range of channel estimation problems. For in-
stance, learned denoising-based approximate message passing
(LDAMP) [5] is proposed for mmWave beamspace channel
estimation, where a denoising convolutional neural network
(DnCNN) integrated with the AMP algorithm is utilized to
reduce channel noise. Two-stage DL-based channel estimation
techniques are common in mmWave MIMO systems when
there are limited channel observations [6]–[9]. The unknown
values of the channel matrix are predicted in the first stage,
while the noise effects are reduced in the second stage. For
example, a two-stage DL approach is employed to estimate
channel state information in [6], where the unknown values of
the channel matrix are estimated from the known pilot symbols
using super-resolution (SR) network while image-restoration
(IR) network is used to minimize the noise effect. Furthermore,
another two-stage DL-based channel estimator is proposed in
[7] for mmWave MIMO assuming that the number of antennas
is lower than the number of pilots. The authors utilize a two-
layer neural network and deep neural network (DNN) for pilot-
aided channel estimation, while the second DNN is utilized for
improving the channel estimation accuracy.

Recently, mmWave MIMO channel estimation is considered
as a channel generation problem which is solved by using a
generative adversarial network (GAN) in [10]. The loss func-
tions of conventional DNNs are not well-suited for the one-bit
MIMO channel estimation problem. Instead, experimentally
tuned generic loss functions (i.e., L1 or L2) are utilized for
DNNs. On the other hand, GANs allow designing a flexible
loss function by learning the distribution of features belonging
to the data adversarially. Most notably, a variation of GAN
called conditional GAN (cGAN) [11], allows the model to
generate samples conditioned on additional information by its
loss function rather than generated randomly as in GANs. For
example, cGAN can be used to generate samples of channel
matrices using limited channel observations and pilot symbols,
which helps yield more accurate channels. cGAN is applied
for one-bit mmWave MIMO channel estimation in [12], and
where the results reveal that cGAN outperforms even enhanced
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CS methods and provide progress over DL-based channel
estimation techniques.

Note that the above-mentioned DNN-based channel esti-
mation methods have multiple stages. Although cGAN can
provide slightly more accurate results over DNN-based ap-
proaches, the channel estimation ability can be further en-
hanced by employing a second stage. Considering that the
observations are heavily quantized and reduced, the second
stage can further decrease estimation errors across adjacent
channel matrix components. In this paper, we propose a
two-stage DL-based channel estimation technique inspired by
both cGAN [13] and real image denoising network (RIDNet)
[14], named cGAN-RIDNet. In the first stage, the coarse
channel is reconstructed from highly quantized limited channel
observations by having conditional input to cGAN and using
two additional regularizations in the loss function. The second
stage further enhances the channel matrix using RIDNet,
significantly reducing noise from the coarsely estimated chan-
nel matrix. The numerical results show that RIDNet can
successfully learn noise features in both spatial and angular
domains. However, the channel estimation accuracy is higher
when the RIDNet uses angular domain samples where the
channel is represented sparsely. The cGAN-RIDNet provides
almost identical performance results when the number of pilots
is half that of the cGAN. The computational complexity of
the RIDNet can be negligible compared to cGAN since its
computational time is almost 1% of cGAN.

The remainder of this paper is structured as follows: Section
II outlines the system model for a one-bit ADC mmWave
MIMO channel, while Section III introduces the proposed
cGAN-RIDNet architecture. Finally, Section IV presents sim-
ulation results, and Section V concludes the paper. Throughout
the manuscript, we denote vectors using lowercase bold letters
(e.g., x), and matrices using uppercase bold letters (e.g., X).
The probability density function of the uniform distribution is
denoted by U . Additionally, Fx(·) represents a function of the
given subscript x. The superscript ∗ in text and figures denotes
the sparse representation of the channel.

II. THE CHANNEL AND SYSTEM MODEL

We considered a mmWave massive MIMO system, where
the base station (BS) has N RF chains and N antennas to
serve K single-antenna user (UE) simultaneously as depicted
in Fig. 1. Also, two one-bit ADCs are connected to each RF
chain. The Saleh-Valenzuela channel model is employed to
formulate the problem of one-bit ADC massive MIMO channel
estimation. The spatial channel vector hk with size N × 1
between the single UE and N -antenna BS can be expressed
as

hk =

√
N

Lk

Lk∑
l=1

α(k,l)a
(
θ(k,l)az , ϕ

(k,l)
el

)
, (1)

where Lk is the number of channel paths while α(k,l), θ(k,l)az ,
and ϕ

(k,l)
el indicate a complex gain, azimuth and elevation

angles of lth path, respectively. a
(
θ
(k,l)
az , ϕ

(k,l)
el

)
denotes an

Fig. 1. System model and channel estimation stages where P is pilot matrix,
Y is collected signal and ˆ̃H is estimated channel.

antenna array response matrix which varies by array geometry.
In this study, uniform linear array (ULA) is considered as
follows

aULA(θaz) =
1√
N

[
e−j2πd sin(θaz)n/λ

]
, (2)

where n = [0, 1, · · · , N − 1]T , λ denotes wavelength, and
d = λ/2 is antenna spacing. The spatial angles for the ULA
can be defined as ψ ≜ d sin(θaz)/λ. Finally the spatial channel
matrix H ∈ CN×K for all UEs can be defined as

H = [h1,h2, · · · ,hk, · · · ,hK ] . (3)

A spatial channel can be transformed into an angular domain
by utilizing a discrete Fourier transform (DFT) matrix, which
can be defined as

U =
[
aULA

(
ψ̄1
az

)
,aULA

(
ψ̄2
az

)
, · · · ,aULA

(
ψ̄N
az

)]H
, (4)

where ψ̄n
az = 1

N

(
n− N+1

2

)
for n = 1, 2, · · · , N is the

grids for the angular domain which is predefined. Then, the
mmWave channel in the angular domain can be defined as

H∗ = UH. (5)

RIDNet can exploit the sparsity of the mmWave channel by
learning sparse features better.

The UEs transmit a number of Q pilots to the BS during
the training stage, and the received signal matrix Y ∈ CN×Q

using one-bit ADCs can be defined as

Y = sgn(HP+N), (6)

where P ∈ CK×Q is pilot matrix, N ∈ CN×Q denotes
noise matrix whose elements follow CN

(
0, σ2

n

)
, and sgn(·)

is an element-wise signum function utilized for both real and
imaginary components of its input x and defined as

sgn(x) =

{
1 , x ≥ 0

−1 , otherwise .
(7)

An element of Y can take any value from the given array
{1 + j, 1− j,−1 + j,−1− j}.



Fig. 2. Network architecture of the suggested cGAN-RIDNet method.

III. ONE-BIT ADC MIMO CHANNEL ESTIMATION
ARCHITECTURE

In this section, the cGAN-RIDNet based one-bit ADC mas-
sive MIMO channel estimation method is introduced, which
consists of two stages, namely cGAN and feature attention-
based blind denoising network (RIDNet). In the first stage,
the coarse mmWave channel H̃ is estimated from the received
signal Y by cGAN. The RIDNet in the second stage further
enhances the channel estimation by reducing the noise effect
over H̃ to obtain ˆ̃H. The cGAN-RIDNet system architecture
is shown in Fig. 2.

A. cGAN

A conventional GAN architecture consists of two compet-
itive models: generator and discriminator. The generator task
discovers a random mapping from noise to actual data while
the discriminator evaluates if the generated data is real or not;
by doing so, two models are trained adversarially. On the other
hand, cGAN maps input samples to real data under given input
conditions instead of random mapping. Our cGAN model is
adopted from [13] with a modification in its loss function,
where it is trained to discover the mapping relation between
received signals Y and a channel matrix H, conditioned on
pilot symbols P.

1) Generator: The U-Net structure, which enables pixel-
level features to be preserved at various resolutions by utilizing
skip connections, is employed in the generator. To reconstruct
the channel from the reduced observations, firstly, the input
is scaled by an upsampling layer. Therefore, three encoder
and four decoder blocks are utilized in U-Net. Each encoder
and decoder block consists of convolutional and instance
normalization layers. Convolutional layers of the decoders are
used for upsampling of a given input to reconstruct the channel
matrix, and instance normalization simplifies the learning
process in generative models. One important thing is that
the generator can over-optimize for a certain discriminator
feature, and the discriminator can not improve. As a result,
the generator only produces outputs with a small variation
to convince the discriminator. This is referred to as a mode

collapse, and a tanh activation function is used to prevent this
phenomenon.

2) Discriminator: The patch structure is used in the dis-
criminator, and it is composed of only convolutional layers.
The patch structure is similar to a fully convolutional net-
work. Different from the traditional discriminators, rather than
generating one label as real or fake, patch structure allows
analyzing the input as different patches and evaluates from
these patches to determine if the generator output is real or
fake. The patch structure consists of one convolutional layer
with a LeakyReLU activation function at the beginning, and
it is followed by four encoder blocks.

3) Loss Function: The primary goal of the cGAN is for
the generator to learn how to generate the most natural
channel matrix conditioned on the pilot symbol matrix. At the
same time, the discriminator gains the ability to differentiate
between produced and real channel matrices. Intuitively, the
generator attempts to trick the discriminator by producing
samples that appear indistinguishable from one another by
optimizing the given loss function as

LcGAN(G,D,Y,H,P) = E[logD(H,P)]

+ E[log(1−D(G(Y,P))].
(8)

G represents generator which aims to construct coarse channel
matrices as H̃ and D denotes discriminator which aims to
identify the generated channel H̃ from the actual channel H.
Thus, it is a min-max game between the generator and the
discriminator, denoted as

min
Ψ

max
Θ

LcGAN (GΨ, DΘ,Y,H,P) . (9)

The generator aims to minimize this function, while the
discriminator tries to maximize it by optimizing corresponding
parameters Ψ and Θ, respectively.

The L1 and L2 regularizations are added to cGAN’s loss
function to generate a more realistic channel matrix, and they
are expressed as

L1 = E [∥H−G(Y,P )∥] , (10)

and
L2 = E

[
∥H−G(Y,P )∥2

]
, (11)



respectively. L1 regularization allows to retain of pixel-level
details and makes the generated samples less blurry. However,
it can cause sharp transitions between channel matrix elements.
With L2 regularization, the discriminator’s task remains the
same; however, the generator is tasked to generate smoother
samples. Thus, a good balance can be found to create a more
realistic channel. The overall loss function becomes

min
Ψ

max
Θ

LcGAN (GΨ, DΘ,Y,H,P) + λ1L1 + λ2L2, (12)

with λ1 and λ2 are weighting coefficients for L1 and L2

regularization, respectively
Following coarse reconstruction of the one-bit ADC MIMO

channel matrix H̃ from Y and P with cGAN, the estimated
channel is transferred to the DL-based denoising network.

B. Feature Attention Based Blind Denoising Network

To enhance channel estimation performance, we utilized a
feature attention-based blind denoising network. The formerly
reconstructed channel with the cGAN is forwarded to the RID-
Net whose architecture [14] consists of three key modules: the
feature extraction module (Cfe), the feature learning residual
on the residual module (Rfl), and the reconstruction module
(Cr), respectively. The initial features from noisy channel
matrix H̃ can be extracted by using a feature extraction
module, which consists of one convolutional layer and is
represented as

fH0 = Cfe(H̃), (13)

where Cfe(·) refers to the process of convolution performed
on the input, and the resulting acquired features are denoted
by fh0

. Next, the extracted features are passed on to Rfl,
which comprises four successive enhancement attention unit
(EAU) units, each consisting of residual blocks with short
and local skip connections. We will explain the role of this
module later. By incorporating Rfl, the network can better
learn the underlying patterns in the input data, which enables
it to identify sparse features and estimate the noise in the
channel matrix. This module can be represented as

fHr = Rfl (fH0) , (14)

where fHr denotes the explored features. Then fHr is summed
up with the output of the first convolutional layer by long skip
connection and forwarded to the reconstruction module, which
consists only a convolutional layer Cr(·)

R̃ = Cr (fHr
) . (15)

To capture residual noise, the model uses a long skip connec-
tion that connects the network input to the output, as opposed
to only mapping input data to a denoised output.

ˆ̃H = H̃+ R̃, (16)

where ˆ̃H is the output of the whole network and represents
the estimated channel.

The baseline characteristics can be managed to keep for the
regression because of the utilized two long-skip connections

Fig. 3. The structure of the enhanced attention unit involves the utilization
of two residual blocks. [14].

in the network, which allow initially obtained information to
be conveyed directly to the end of the network. The loss
function of the network for the given training set {H̃i,Hi}Mi=1,
where the input for the RIDNet is the result of the conditional
generative adversarial network (cGAN) and the label is the
mmWave MIMO channel, can be expressed as

L(W) =
1

M

M∑
i=1

∥∥∥FRIDNet

(
H̃i

)
−Hi

∥∥∥
1
, (17)

where W denotes all the trainable parameters of the network
and F denotes mapping function.

As a result, we can represent the final outcome of the
proposed cGAN-RIDNet as

ˆ̃H = FRIDNet

(
FcGAN(H̃;Y,P)

)
. (18)

1) Enhanced Attention Unit: Two convolutional layers in
the EAU are used to expand the pre-estimated features into
two branches. The output of the branches is then concatenated
and transmitted via a convolutional layer, which is followed
by two consecutive residual blocks (RB). The first RB has
two convolutional layers and allows the extraction of features,
but the second RB has three convolutional layers and allows
comprehension by flattening with an additional convolutional
layer. It is worth noting that convolutional layers often allow
for the extraction of local characteristics. After the residual
blocks in the EAU module, a global average pooling layer is
employed to retain the global features. This allows for the ex-
ploration of sparse channel features as well as inconsistencies
in adjacent elements of the pre-estimated channel matrix. The
global features are fed into two convolutional layers where the
sigmoid activation function is used at the edge. The channel
features captured at the end of the second residual block are
multiplied with the result of the sigmoid activation function to
utilize the statistics acquired through global average pooling,
as described in [14]. By employing a short skip connection, the
product of the multiplication is combined with EAU’s input,
enabling captured features and characteristics to flow between
units.

IV. SIMULATIONS AND RESULTS

This section outlines the initialization settings and training
strategies used for cGAN and RIDNet, followed by the presen-



tation of simulation results showcasing the effectiveness of the
proposed approach. We assume K = 32, and each UE has an
antenna. BS assumed to have N = 64, 128, 192, 256 antennas,
which are connected to two one-bit ADCs to sample real and
imaginary components of the received signal. Each UE chan-
nel is assumed to be composed of up to ten paths (Lk = 10).
We set the remaining parameters of the channel in Eq. (1) for
each UE as follows; for lth path as α(k,l) ∼ CN (0, 1), and
θ
(k,l)
az ∼ U

(
− 1

2π,
1
2π
)
.

A. cGAN-RIDNet Initialization

Each convolutional layer in the generator has 128 filters
with 4×4 kernel size. Convolution layers in the discriminator
contain 512 filters with 4× 4 kernel size. Only the last layer
of the discriminator contains a single filter to get an overall
result from the patches.

Convolutional layers of the RIDNet have 64 filters and are
unified with the ReLU activation function. The convolutional
layers in the model have kernel sizes of 3× 3, except for the
layer used to flatten inside the EAU, which has a kernel size
of 1×1. Four cascaded EAU modules were used for improved
feature extraction.

B. Training

30 × 104 data pairs were used to train both networks for
SNR values of [−10, 20] by 5 dB margin, and for validation,
%20 of the training data was reserved. The training data
consist of two channels where the channels contain real and
imaginary samples. cGAN model is trained using the MSProp
algorithm with 2× 10−4 and 2× 10−5 learning rates for the
generator and discriminator, respectively. In training RIDNet,
the Adam optimizer is employed with an initial learning rate
of 10−4, which is later decreased to 10−5 during the training
process, and eventually set to 10−6 to faster convergence.
The TensorFlow framework is used to construct the network
architecture and train the network offline. To investigate the
effect of the sparse depiction of the mmWave channel, we
also converted the initially estimated coarse channel matrix H̃
to angle domain H̃∗ = UH̃ with DFT matrix U. Then, the
RIDNet also trained with transformed pairs {H̃∗

i ,H
∗
i }Mi=1.

C. Comparison

The performance of the proposed method is assessed by
employing the normalized mean square error (NMSE), as
defined below

NMSE(dB) = 10× log10

(
E

{
∥ ˆ̃H−H∥22

∥H∥22

})
. (19)

We evaluated the NMSE of the proposed cGAN-RIDNet
to that of cGAN for various pilot transmission instants (i.e.,
Q = 2, 4, 6, 8), and the results are presented in Fig. 4. Com-
pared to cGAN, the employment of cGAN-RIDNet leads to
a substantial enhancement in channel estimation performance
across all SNR regimes for the same number of pilot trans-
missions Q = 8. With the suggested approach, it is possible
to achieve the cGAN’s channel estimation performance at 15
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Fig. 4. The channel estimation performance comparison of the proposed
method with different pilot transmissions.

dB SNR at about 1 dB SNR. Also, even when just half of
the pilot transmission is used (Q = 4), the cGAN-RIDNet
channel estimation performance almost exceeds the cGAN
(Q = 8) performance. Furthermore, we investigated the effect
of the sparse representation of the mmWave channel. It is
analyzed that the RIDNet becomes more reliant and capable
of disclosing features in the channel more effectively with
this transformation because the RIDNet design can focus
on sparse characteristics owing to its attention mechanism.
Consequently, a straightforward transformation offers the sug-
gested technique an additional channel estimation performance
gain for all pilot transmissions. When there is only Q = 2
pilot transmission, the channel estimation performance of
the proposed method degrades significantly. This is due to
insufficient data to identify channel properties accurately.
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Fig. 5. Channel estimation performance for different antenna sizes.

We also evaluated the performance of the proposed method
for the cases where the number of pilots is constant, but the
number of antennas increases, as shown in Fig. 5. The channel



estimation performance of the proposed method significantly
improves for all antenna sizes over the cGAN, even when
only half of the pilot transmission is used. Even with a
relatively modest pilot size (Q = 4, 6, 8), the performance of
the cGAN-RIDNet remains reliable even when more antennas
are installed at the BS.
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Fig. 6. The achievable sum rate for K = 32 UE with interference-aware
beam selection scheme [15] under the proposed channel estimation method.

Furthermore, Fig. 6 demonstrates the achievable sum
rate performance with the interference-aware beam selection
scheme. As predicted by the previous findings, the proposed
approach can achieve higher throughput using a lower pilot
transmission overhead.

TABLE I
COMPUTATION TIMES OF THE NETWORKS

cGAN RIDNET cGAN-RIDNET
26.023 ms 0.2267 ms 26.2497 ms

Finally, the computation times of the cGAN and RIDNET
networks separately and the proposed cGAN-RIDNet approach
are presented in Table I. Since the RIDNet requires a sig-
nificantly low computational load compared to the cGAN,
the overall computation time of the cGAN-RIDNet is quite
close to the cGAN. Considering the accuracy improvement for
the channel estimation performance by the cGAN-RIDNET,
this minor increase in the computation time is a reasonable
compromise, and the proposed method can be used in practical
scenarios.

V. CONCLUSION

Our focus was on investigating the issue of estimating the
mmWave MIMO channel in situations where the BS employs
one-bit ADCs. The channel estimation performance of the one-
bit mmWave MIMO can be improved by employing cGAN-
RIDNET, which is leveraged by both cGAN and the feature
attention-based blind denoising network. The numerical results
demonstrate that the proposed method significantly enhances
the channel estimation accuracy using a lower pilot overhead
while computation time is kept comparable.
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