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Abstract— Cloud radio access network (C-RAN) architecture
is a new mobile network architecture that enables cooperative
baseband processing and information sharing among multiple
cells and achieves high adaptability to nonuniform traffic by
centralizing the baseband processing resources in a virtualized
baseband unit (BBU) pool. In this work, we formulate the utility
of each user using a convex delay cost function, and design a two-
step scheduling algorithm with good delay performance for the C-
RAN architecture. In the first step, all users in multiple cells are
grouped into small user groups, according to their interference
levels and estimated utilities. In the second step, channels are
matched to the user groups to maximize the system utility. The
performance of our algorithm is further studied via simulations,
and the advantages of C-RAN architecture is verified.

I. INTRODUCTION

Recently, the traffic load of wireless cellular networks has

grown dramatically due to increasing number of smart mobile

devices. In order to satisfy the growing demands and provide

the required quality of service (QoS) guarantees and high

reliability in next-generation 5G wireless systems, several ad-

vanced techniques have been proposed, and cloud radio access

network (C-RAN) is one novel mobile network architecture

that improves the performance of cellular networks. By cen-

tralizing the baseband processing resources of multiple cells in

a virtualized baseband unit (BBU) pool, C-RAN can achieve

cooperative processing among different cells and utilize the

BBUs more efficiently [1] [2]. As shown in Figure 1, remote

radio heads (RRHs) and BBU are separated geographically and

connected via optical fibers in the C-RAN architecture. BBU

pool is shared between cells as a virtualized cluster. Compared

with the conventional architectures in which BBUs of different

cells are not shared, C-RAN can achieve information exchange

and cooperative processing between cells more easily with low

latency, and it has high adaptability to nonuniform traffic. A

comprehensive survey on C-RAN and its implementation is

provided in [3].

For most orthogonal frequency division multiple access

(OFDMA)-based cellular networks, intercell interference (ICI)

is a significant interference source because of the frequency

reuse among multiple neighbouring cells. Many advanced

methods have been studied to control ICI. For instance, the

soft frequency reuse (SFR) scheme is proposed in [4] and [5],

in which cell edge users transmit with high power in non-

overlapping cell edge bands allocated to adjacent cells, and
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center users use the cell center bands with limited transmission

power. The authors in [6] further compared the performance

of SFR with partial frequency reuse scheme. In these conven-

tional ICI control schemes, cooperation between neighbouring

cells are not considered, which limits their performances. In

C-RAN, cooperative processing among the cells sharing the

same BBU pool becomes easier and more efficient, which

helps to improve ICI control. In [7], a resource allocation and

RRH association algorithm was proposed for ICI coordination

in a long term evolution (LTE) heterogeneous network setting

with C-RAN architecture. However, optimization over multiple

cells greatly increases the complexity, which causes problems

in delay sensitive applications. In this work, we propose, for

C-RAN, an ICI-aware scheduling algorithm that controls the

ICI with relatively low complexity.

In addition, packet delay is an important performance

criterion for delay sensitive applications such as live video

streaming and online gaming. In most of the related studies

considering ICI control, the objectives are interference mini-

mization, SINR maximization and throughput maximization,

and hence delay minimization is not addressed. In this work,

our scheduling algorithm performs user grouping and resource

allocation with the goal of minimizing the delay violation

probability. The utility formulation used in this paper has also

been employed in our previous work [8].

The main contributions in this paper are listed as follows:

1) We propose a two-step ICI-aware scheduling algorithm

for C-RAN that minimizes the delay violation probabil-

ity of the system.

2) We design a novel user grouping algorithm for the user

grouping step, which controls the interference among

the users in the same group.

3) We formulate the channel assignment problem in the

second step as a maximum-weight matching problem,

which can be solved using standard algorithms in graph

theory.

4) We verify the performance of our algorithm via simu-

lations, and compare our algorithm with a conventional

soft frequency reuse (SFR) algorithm. Also, the influ-

ence of the system parameters is investigated with the

help of numerical results.

II. SYSTEM MODEL AND PRELIMINARIES

In this section, we introduce our system model in the first

subsection, and subsequently describe the utility formulation

used in this work in the second subsection.
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Fig. 1. System model of C-RAN with ICI

A. System Model

In this work, the uplink transmission in a C-RAN within an

OFDMA setting is considered as shown in Fig. 1. There are Nc

cells in this network, and each cell is served by a base station

with one RRH. RRHs are connected to a centralized BBU pool

with multiple BBUs working cooperatively. All cells reuse Nch

frequency bands/channels, and each channel has a bandwidth

of B. The total number of mobile users in this network is

fixed at Nu, and users are assumed to be associated with their

nearest RRHs. Each user is equipped with a buffer storing

the arriving packets before sending them through the wireless

uplink channels, and the size of each packet is assumed to be

Ip bits. All buffers are assumed to operate in a first-in first-

out (FIFO) manner. The system is assumed to operate under

delay constraints, and target delay of packets sent by the ith

user is denoted by Di (time frames). Block fading is assumed

in this work, in which the fading coefficients stay constant

within one time frame with a duration of T , and change across

frames. Also it is assumed that the distributions of the fading

coefficients are identical in different channels.

At the beginning of each time frame, BBU pool allocates

channel resources to the users using a scheduling algorithm.

It is assumed that users keep silent until they get channel

resources from the BBU pool, and the channel resources are

returned back at the end of each time frame. There are 4
assumptions for the channel assignment:

1) The number of users is much greater than the number

of available channels, Nu ≫ Nch. In such a case, each

user transmits using one channel at most.

2) Only the users that can satisfy the pair-wise interference

constraints given in (9) can reuse the same channel

resource.

3) Users associated with the same RRH cannot reuse the

same channel resource.

4) The BBU pool is assumed to have perfect channel side

information (CSI), and it is also assumed to keep track of

the buffer status (including the queue length and packet

delay information) of each user.

The first assumption addresses a heavy load scenario, in which

all channels are reused by multiple users and ICI becomes a

significant problem. In such a case, the assumption that each

user transmits using one channel at most helps to reduce ICI

caused by excessive frequency reuse. The second assumption

limits the interference, and the third assumption guarantees

that all interference comes from neighbouring cells. The last

assumption guarantees that the BBU pool has enough infor-

mation to conduct our scheduling algorithm. CSI is estimated

at RRHs and sent to the BBU pool via optical fiber links.

Information of the arrival rates at all users is also sent to the

BBU pool via special feedback channels2, and the BBU pool

can track the queue status at each user.

Define Ψj(t) as the set of users that use the j th channel
in the tth time frame, and ξi,j(t) as the indicator function
that indicates whether the j th channel is assigned to the ith

user in the tth time frame. In other words, ξi,j(t) = 1 if i ∈
Ψj(t), otherwise ξi,j(t) = 0. According to our first channel

assignment assumption, we have
∑Nch

j=1
ξi,j(t) ≤ 1. Then for

the tth time frame, the received signal corresponding to user i
at its associated base station can be expressed as

yi = hj
ixi +

∑

k∈Ψj(t),k 6=i

hj
k,ixk + nj

i (1)

if ξi,j(t) = 1. Above, xi represents the transmitted signal of

user i, hj
i denotes the fading coefficient of the channel between

user i and its corresponding RRH, hj
k,i denotes the fading

coefficient of the interference channel between user k and the
RRH associated with user i, and nj

i is the background noise
at the base station associated with user i which is assumed
to follow an independent complex Gaussian distribution with

zero mean and variance σ2, i.e., nj
i ∼ CN (0, σ2). The

transmission rate of user i in the tth time frame is given by

ri(t) = TB log2

(

1 +
Piz

j
i

Bσ2 +
∑

k∈Ψj(t),k 6=i Pkz
j
k,i

)

bits/frame

(2)

where j is the index of the channel that is assigned to user

i, Pi represents the transmission power of user i, T is the

duration of each time frame, B is the bandwidth of each

channel, zji = |hj
i |
2, and zjk,i = |hj

k,i|
2.

B. Convex Delay Cost and Utility

In the convex delay cost approach, the cost function of a
packet is formulated as an increasing convex function of its
delay [9]. The high performance of this approach was shown
in [10] for a single cell model without any interference. In
our previous work [8], we designed a scheduling algorithm
using the convex cost function provided in [10] for a D2D
communication setting, and verified via simulations that this
approach has very good delay performance. Here, we define
the cost of the j th packet in the buffer at user i as

Cj,i =
dj,i
Di

, (3)

where dj,i is the current delay of this packet, and Di is the
target delay of user i. At user i, the number of packets that
can be transmitted in the current time frame is

µi = min {li, ⌊ri/Ip⌋} , (4)

2We assume ideal feedback without delay and error.



where li is the number of packets waiting in the buffer at user
i, Ip is the size of each packet, and ⌊·⌋ represents the floor
function. The utility of user i is defined as

Ui =

µi
∑

j=1

Cj,i, (5)

and the utility of the system is defined as

U =

Nu
∑

i=1

Ui =

Nu
∑

i=1

µi
∑

j=1

Cj,i. (6)

The utility given in (6) represents the total cost of the packets

that can be transmitted to the base station in the current time

frame. At the beginning of each time frame, the BBU pool runs

a scheduling algorithm for channel assignment to maximize

the utility. In the next section, a detailed discussion on our

scheduling algorithm is provided.

III. ICI-AWARE SCHEDULING ALGORITHM FOR C-RAN

In this section, we introduce our scheduling algorithm. In

each time frame, our scheduling algorithm assigns channels

to the users in a way that maximizes the utility given in (6).

Since we consider a C-RAN architecture, the BBU pool has

the knowledge of all fading distributions and cost functions

of each packets, and it can allocate channel resources to all

users in different cells together. Our scheduling algorithm can

be divided into two steps, namely the user grouping step and

channel matching step. In the first step, we divide all users

into small groups such that the users in the same group reuse

the same channel. In the second step, we match the channels

to the user groups to maximize the utility.

A. User Grouping

In the first step of our algorithm, we divide all users into
small groups, and each group will be assigned a channel
resource in the next step. Before channel assignment, we
cannot compute the instantaneous transmission rates because
the sets Ψ1, Ψ2, · · · , ΨNch

have not been determined yet.
Therefore, we use a rate estimator

r̂i =
1

m

t−1
∑

τ=t−m

ri(τ ) (7)

instead. This rate estimator is essentially the average rate over
the most recent m time frames. Plugging (7) into (4) and (5),
we obtain the utility estimator of user i as

Ûi =

µ̂i
∑

j=1

Cj,i =

min{li,⌊r̂i/Ip⌋}
∑

j=1

Cj,i. (8)

In order to control ICI, we assume that any two users (i1
and i2) reusing the same channel resource have to satisfy the
pairwise interference/SINR constraints given by







E

{

Pi1
zi1

Bσ2+Pi2
zi2,i1

}

≥ γE
{

Pi1
zi1

Bσ2

}

E

{

Pi2
zi2

Bσ2+Pi1
zi1,i2

}

≥ γE
{

Pi2
zi2

Bσ2

} , (9)

where the parameter γ is between 0 and 1. Since the

distributions of the fading coefficients are identical in different

channels, the expected values of the SINRs and SNRs in (9)

do not depend on the channel assignment result. The details

TABLE I
USER GROUPING ALGORITHM

Input: γ, transmission power and utility estimator of each user, the fading
coefficients.
Output: User groups GP1, GP2, · · · , GPNg

.

Collect the utility estimators Ûi into a vector V = [Û1, Û2, · · · , ÛNu
].

Set k = 1
While max(V) ≥ 0

Set V∗ = V and GPk = ∅
While max(V∗) ≥ 0

i = argmax(V∗)
Add user i into GPk .
Set V(i) = −1 and V

∗(i) = −1.
For j from 1 to Nu

Set V∗(j) = −1 if user i and j cannot satisfy the
interference constraints given in (9) or they are associated
to the same RRH.

End

End

k = k + 1
End

of our user grouping algorithm is given in Table I, and we

denote the number of the output user groups as Ng.

At the beginning, we set group GPk as an empty set. Each

time, we select the user with the maximum utility estimator

and include it into GPk. After adding a user into a group, we

kick out the users that cannot reuse the same channel resource

with this selected user by setting V
∗(j) = −1, which can be

processed in parallel at the BBU pool. Our grouping algorithm

aims to collect the users with high utility estimators together,

which helps to serve these users with less channel resources.

Note that the number of groups Ng might be smaller than

the number of channels Nch. In such cases, some of the

channels cannot be assigned to users, and we need to break

those groups with large sizes into several small groups so that

Ng = Nch. To divide a big group into two small groups, we

select half of the users with smaller utility estimator values

within the large group, and let them form a new small group.

B. Channel Matching

In the second step, we assign channels to the user groups
via the maximum-weight matching approach. In this step,
we find a matching between user groups and channels that
maximizes the system utility given in (6). Let us define ηi,j
as the indicator of the channel assignment result, i.e., ηi,j = 1
if channel j is assigned to GPi, and ηi,j = 0 if channel j
is not matched to GPi. Then the matching problem can be
formulated as

Maximize ηi,j U

Subject to ηi,j ∈ {0, 1}
Nch
∑

j=1

ηi,j ≤ 1

Ng
∑

i=1

ηi,j = 1.

In graph theory, the maximum-weight matching problem

can be solved by the Hungarian algorithm (Kuhn-Munkres

algorithm) [11]. To use the Hungarian algorithm, we have

to first construct the utility matrix U, in which each row



corresponds to a user group and each column corresponds to

a channel. The element of this matrix Ui,j is the sum utility of

the users in GPi if the j th channel is assigned to that group.

The elements of the utility matrix can be computed in parallel

at the BBU pool. After constructing the utility matrix, the

Hungarian algorithm is applied, and channels are assigned to

the users.

C. Summary and Complexity Analysis

In summary, we propose a two-step scheduling algorithm

with good delay performance for a multi-cell C-RAN model.

In the first step, we group the users to control the ICI and

aim to collect the users with high utility estimator values into

smaller number of groups. In the second step, we formulate the

channel allocation problem as a maximum-weight matching

problem, and assign the channel resources to the user groups

using the Hungarian algorithm. Although our algorithm only

considers an uplink scenario, it can also be easily adapted to

a downlink scenario.

Since we consider a C-RAN model, our algorithm is

performed considering users in multiple cells, and parallel

processing can be performed in some parts of our algorithm

at the BBU pool to reduce time consumption. Compared

with conventional resource allocation algorithms, in which

cooperative processing among multiple cells is not considered,

our algorithm has a significant potential to achieve better

performance.

Assume that the number of processers at BBU pool is

Θ(Nc), then the time complexity of the user grouping step

is O(N2

u/Nc). In the matching step, the time consump-

tion for constructing the utility matrix is O(NgNch/Nc),
and the time consumption of the Hungarian algorithm is

O(max{Ng, Nch}3). To further accelerate this process, we

can replace the Hungarian algorithm with some heuristic

algorithms with time complexity of O(min{Ng, Nch}). As

an example, in each iteration, we can select the maximum

element in the utility matrix, and match its corresponding

group and channel together. The overall time consumption of

this algorithm depends on the relationship among Nu, Nc, Ng

and Nch.

IV. NUMERICAL RESULTS

In this section, we further study the performance of our

algorithm and the influence of parameters via simulations. In

our simulations, we consider a C-RAN with 3 adjacent cells,

each with a radius of 2. The coordinates of the RRHs of these

three cells are (−2, 0), (0, 2) and (2, 0), respectively. In each

cell, there are 5 randomly placed users, and each one has the

maximum transmission power Pmax

Bσ2 = 13 dB. The number of

available channels is Nch = 5. We assume Rayleigh fading

with path loss E{z} = s−4, where s represents the distance

between the transmitter and the receiver. Each point on the

curves is determined by taking the average over the results of

500 systems with randomly placed users, and the performance

result of each system is evaluated over 5× 104 time frames.

In Figs. 2 and 3, we study the influence of the interference

control parameter γ, which is used in the pairwise interference

constraints expressed in (9). The arrival rate at user i is set
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Fig. 2. Delay violation probability vs. interference control parameter γ
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Fig. 3. Throughput vs. interference control parameter γ

as λi = ρE{TB log2(1 + Pizi/Bσ2)}, where the parameter

ρ is the arrival intensity. The target delay is 25 time frames

for all users, and all users transmit at their maximum power

level. When γ is small, the ICI is not well controlled and the

average transmission rate is not maximized. As γ increases, the

system achieves lower delay violation probability and higher

throughput due to better ICI management. However, when γ is

too large, the interference constraints become too strict, which

leads to less frequency reuse. In such cases, the throughput

becomes smaller and the delay violation probability increases.

In Figs. 4 and 5, we analyze the influence of power

control on our algorithm. In several conventional ICI control

algorithms such as SFR, cell center users transmit with small

power to reduce the interference they cause to the cell edge

users. We adopt this strategy and apply it in our algorithm.

In these two figures, the transmission power of user i is

selected as Pi = Pmax(si/Rcell)
α, where si is the distance

between the user and its corresponding RRH, and Rcell is

the radius of the cell. As α increases, cell center users are

restricted to transmit with smaller power. Also, all arrival rates

are set as λ = 1.5E{TB log2(1 + Pmaxzedge/Bσ2)}, where

E{TB log
2
(1+Pmaxzedge/Bσ2)} is the average transmission

rate of a user at the edge of its associated cell. In Figs. 4 and

5, we notice that as α increases, both delay and throughput

performances become worse. Our algorithm control the inter-
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Fig. 4. Delay violation probability vs. power control parameter α
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Fig. 5. Throughput vs. power control parameter α

ference in the user grouping step. Users that cannot satisfy the

pairwise interference constraints are not allowed to reuse the

same channel resource. Further decrease in the transmission

power of the cell center users reduces their transmission rates,

making it more difficult to stabilize the system.

Finally, we compare our algorithm with the conventional

SFR scheme introduced in [6]. The arrival rates are set in the

same way as in Figs. 2 and 3, and the target delay is 40 for

all users. In our algorithm, all users transmit with maximum

power. In the SFR scheme, users transmit with full power in

the edge bands and they use 70% of their maximum power

in the center bands. Channel assignment is conducted at the

BBU of each cell individually to maximize the sum utility of

TABLE II
COMPARISON BETWEEN OUR ALGORITHM AND SFR

the users in that cell. The results are provided in Table II. As

the arrival intensity increases, the advantage of our algorithm

becomes obvious in terms of the average delay. With the C-

RAN architecture, cooperative processing over multiple cells

enhances the delay performance significantly.

V. CONCLUSION

In this work, we have proposed an ICI-aware scheduling

algorithm for the C-RAN architecture that minimizes the sum

delay cost of the system. The procedure is divided into two

steps, namely the user grouping step and the channel matching

step. In the user grouping step, we have designed a grouping

algorithm that partitions all users in the network into small

groups by checking their pairwise interference levels. In order

to serve those users with high utility values with less channel

resources, our grouping algorithm aims to collect users with

high utility estimator values into small number of groups. In

the channel matching step, we have formulated the channel

assignment problem as a maximum-weight matching problem,

which can be solved using the Hungarian algorithm. In the

second step, user groups are matched to the available channel

resources with goal of maximizing the system utility. Finally,

we have studied the impact of the interference threshold

and power control parameter via simulations, and compared

our algorithm to the conventional SFR scheme. With the

advantages of cooperative processing and information sharing

over multiple cells, it has been verified that our algorithm

designed for C-RAN can achieve higher throughput and lower

delay.
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