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Abstract—In a cognitive radio system the failure of secondary interval between successive sensing-slots will decrehse t
user (SU) transceivers to promptly vacate the channel can efficiency and throughput of the SU system [7] but improve its
introduce significant access-latency for primary or high-priority — ghactrym sensing capabilities. Previous research hasiesdm

users (PU). In conventional cognitive radio systems, the lgkoff . .
latency is exacerbated by frame structures that only allow ensing the trade-off between sensing and throughput, and intrediuc

at periodic intervals. Concurrent transmission and sensig using Scheduling algorithms to maximise sensing efficiency [8H a
self-interference suppression has been suggested to impeothe MAC-layer frame structures to maximise SU throughput while
performance of cognitive radio systems, allowing decisito adequately protecting the PU][7]. An alternative approach
be taken at multiple points within the frame. In this paper, we to improve the detection-throughput trade-off, by usint-se

extend this approach by proposing a sliding-window full-dplex . terf llati t bl ft L
model allowing decisions to be taken on a sample-by-samplasis. Interierence cancellation to enable concurrent transomss

We also derive the access-latency for both the existing anch¢ and sensing (similar to full-duplex systerris [9]), has been
proposed schemes. Our results show that the access-latencf proposed by a number of authors [10], [11],1[12],1[13].1[14].
the sliding scheme is decreased by a factor of.6 compared Unfortunately, in practice, perfect self-interferencptession
to the existing slotted full-duplex scheme and by a factor of is usually not attained, and for typical operating condisio

approximately 16 compared to a half-duplex cognitive radio th idual self-interf tis ab th .
system. Moreover, the proposed scheme is significantly more € resiaual sefi-interierence component Is above theenois

resilient to the destructive effects of residual self-intference floor [15]. Previous research has considered the analysis of

compared to previous approaches. the sensing-throughput trade-off for energy detection],[11
Index Terms—Full Duplex Cognitive Radio, Spectrum Sensing, waveform detectior{ [16], the power-throughput trade{&#][
Energy Detection, Self-Interference Suppression. [17] and various adaptive algorithms for maximizing SU

throughput [[12], [[13], in the presence of different levels o
residual self-interference.

One of the most significant challenges faced by wireless|n existing work, the PU is assumed to be protected if
systems today is the (apparent) scarcity of available sp@ct the probability of detectionP;, is sufficiently high (typically
However, recent studies have shown that while the radi@ove 90%)[6],[13]. However, from a physical-layer perspe
spectrum is densely allocated, it is often not heavily occive, the access-latency (defined as the time required by the
pied or utilized by the licensed primary users (PU) [1], [2]SU to detect the PU and vacate the channel) gives a better
Frequency-agile cognitive radio networks have been pm®osneasure of the impact of SU interference and the necessary
to take advantage of this situation, by allowing unlicensgstotection. For example, a high access-latency may harm
secondary users (SU) to opportunistically reuse licensed fpuU communication, by distorting a too large portion of its
quency bands[3]. One of the fundamental requirements @hining or synchronisation fields. Moreover, the full-tex
such systems is that SUs should not generate harmful interfgognitive radio schemes consideredlinl[11] and [14] typycal
ence to PUs. Consequently, SU transceivers must be caffablgsRe decisions aftelV, samples have been accumulated into
sensing the radio channel to determine if a PU is present [4] buffer. These schemes can thus have a high access-latency,
Similar to spectrum re-use, we can also consider a scenathe PU may start transmitting at any time.
that requires low-latency medium access for high-priarigrs  congriputions: In this paper we focus on obtaining ana-
or high-priority transmissions. In such systems, a lessat- |vtical expressions for the physical access-latency iriousr
sensitive ongoing transmission would need to stop 'nsﬁangognitive radio systems. The access-latency results ae pr
as a PU forcefully accesses the channel to get its urgeRfyed in terms of physical samples and can thus be scaled and

message across. Such scenarios are of particular impertaggylied to arbitrary hardware implementations. Furtheemo
for real-time services, such as virtual/augmented re@itd 5 gjjeviate the issue of high access-latency in full-duple
autonomous vehicles and therefore the proposed stanctzrrdq:[)gnitive radio systems, we introduce a full-dupliding-

future 5G systems aim to achieve less than 1 ms latency [Qlindow spectrum sensing technique. Unlike existing schemes,

System architectures that periodically stop SU transimissi g, approach takes decisions on a sample-by-sample badis, a
to sense the channel have been widely proposéd [6], [7]
to detect the start of PU transmissions. These approaches _ N ' '
introduceblind-intervals, where the SU system is transmittinqq 1 In this paper the co_nventlonal cognitive radlo system igmefl to as a

d thus unable to detect the start of a PU transmissi alf-duplex scheme, while all the systems using self-fatence suppression
an us u 8"knable concurrent transmission and sensing are refesred full-duplex

until the next sensing slot (at the earliest). Decreasirgy thchemes.

I. INTRODUCTION
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A. Half-Duplex Cognitive Radio
Primary OFF| ON
User Fig. I shows the SU transmission frame consisting of
N " Notind N samples for a conventional half-duplex cognitive radio
Conventional |‘_’| ! - system [[7]. The frame consists of two parts: A sample
(HD) CR I sensing window and aiV — N, sample transmission window.
N The N, samples are used to decide if the PU is present based
_& ﬂfirst on the decision metric (e.gLl(1)), with transmission cuuitig
FD-Slotted C T T T T T T T 1 if the PU is not detected. Decisions are thus made evéry
CR : Ti;ne samples (i.e., once per frame). It is important to note that t

SU is unable to detect or react to the presence of the PU
while transmitting, leading to a high access-latency. Doe t

Fig-_ 1. Frame strucstures for conventional (HD) andlconwéED) cognitive  the sensing window, the throughput of the SU system is also
raaio systemsJ : SU transmissior . sensing only; an . concurrent —Ng
transmit and Sense. reduced by a factor 01N—N .

PU starts transmission

can detect the presence of PUs more quickly, thereby regucB Concurrent Sensing and Transmission With Sotted Sensing
the access-latency as demonstrated by our simulationtsesul
Outline: This paper is organized as follows. In Section II By cancelling the self-interference signal, SUs can con-

we describe the system models for the existing half-dupléirrently transmit and sense the channel. Eig. 1 shows the
and slotted full-duplex systems, along with the model of odfame structure of a concurrent sensing and transmission
proposed sliding-window full-duplex system. The throughp System using self-interference cancellation as propas¢hi
latency trade-off is analysed in Section IlI, along withidar and [14]. The systems analysed in|[16] retain the same frame
tions of expressions for the access-latency. Theoretidl astructure as a conventional CR system by including a sensing

numerical simulation results are shown in Section IV, and vRly slot at the start of each frame. In this paper, we comside
conclude in Section V. full-duplex systems that only include concurrent transiois

and sensing slots, similar to the approach taken in [14]. [17
The SU throughput is not reduced as there is no dedicated
sensing-slot. Similarly, the SU may be able to more quickly

In this section we outline the three cognitive radio systefftect whether the PU starts transmitting during the frame,
models considered in this paper. For all three approaches, thereby reducing the access-latency. While decisions adem
presence of the PU is detected by comparing a decision metftore frequently (everyV, samples) than in a conventional
M, (computed from a set a¥, samples), against a thresholdCodnitive radio system (every samples), there still remains
e. If M > ¢, the PU is assumed to be present, otherwise tﬁz\ebllnd interval of Ny samples. Residual self-interference

channel is declared idle. A widely used decision-metric f@SC makes it more difficult to detect the presence of the
spectrum sensing is energy detection, with [6] PU, by effectively increasing the noise-floor. However, lees t

detection decisions are made more frequently compareckto th

1 X half-duplex case, lower values of tti&g may still result in an
M= N Z I7(n)|?, (1) acceptable access latency.
S p=1

Il. SYSTEM MODELS

wherer(n) is the received signal. Other metrics to detect th . . . -
presence of the PU are not considered in this paper, howe\é(e%hg(r)]gcurrent Sensing and Transmission with Sliding Window

the findings can be readily extended.

Based on the decision metric, the probabilities of detectio e propose an extension to the concurrent sensing and
Fy, and false-alarmP, can be found by applying appropriatgansmission scheme outlined in the previous section big-nt
hypothesis tests [6][[7]. Denotirgf, as the scenario wherey,,cing a sliding-window to take decisions at every sample, i
the PU is inactive, andH, where the PU is active, the e pyffer does not wait to fill withV, fresh samples before
probabilities of false alarm and detection are defined as 5 yecision is made. This approach can be implemented easily

in digital hardware via a FIFO buffer. It is important to note

Py = Pr(M > ¢[Ho) 2 that successive decision metrics a@ independent as only
Py = Pr(M > e[H1). (3) one new sample is added (and one removed). However, the
minimum access-latency of this scheme is one sample, unlike
The probability of misdetection?,, is defined as the slotted full-duplex method. In our analysis it is assdme

that the number of sensing sampl@§,, remains the same as
Py = Pr(M <e[H) =1- Fy. (4)  the slotted full-duplex model.



I1l. L ATENCY-THROUGHPUT ANALYSIS detected, the number of samples for the second decision will

A. Throughput of the Half-Duplex and Full-Duplex Systems P& N2 = (Nbina+ N+ V), again with probability of detection
. . . Pi(Ns), and so on. Thus
The capacity of the SU (assuming the PU is not transmit-

ting) is given by

o0

Co = log, (1 + SNRsu) , ) L(Noina) =Fa(Ns) > (Noiing + Ne +nN) Pp (Ny)
n=0
where SNRy is the signal-to-noise ratio of the SU measured B ' 1 m (Ns)
at a receiver node. This capacity is achieved when the PU is =La(Ns) | (Noiing + Ns)pd(NS) +N P2(Ny) |’
not transmittingand the SU has not raised a false alarm. 9)
Following [7], [14], we express the total throughput for the

SU system with full-duplex sensing capability as for 0 < Py(N,) < 1.

Rep = Co(1 — Py). (6) Npiing can take each value betweénand N — N, with

For a specific SNR of the SU, the throughput is a paramegpbabmtyﬁ’ thus the average latency under scenarie

of only Ps. In practice, if a false-alarm occurs, the loss in SU

throughput can be significant as an entire data frame may be 1 NN
lost, however the impact of these intermittent SU outages ca Li=+ > L(Noina)- (10)
be mitigated by coding. Nbiing=1
The half-duplex system has an additional throughput loss
due to the sensing overhead In the second scenario the PU starts transmitting during the
N_N sensing period N5t samples before the end of the sensing
Rup = > Co(1 — Py). (7) period. The first decision is taken aftdf, = Nyt Samples,

) with probability of detectionP;(Nsst). If the PU is not
Clearly for the half-duplex system there exists a trade-Qffstected, the number of samples for the second decision is

between detection latency and throughput that is deten‘nin)% = (Nirst + V), with probability of detection?,;(N,), and
by the sensing overhead. For full-duplex systems, the mai§ on. Thus

consideration is the increase 8%, due to the residual self-
interference. In order for a full-duplex system with resitiu

self-interference to maintain a throughput closeCtg it has L(Nirst) =NrstPa(Nirst) + Pa(Ns) P (Nist) %

to operate with lowerP; values. In the results we show that >
L ) Nii 1)N| P (N
the sliding window model allows for lower access-latency ;[ first + (n + 1)N] P (Ns)

compared to the slotted full-duplex and half-duplex cases,

while maintaining a high SU throughput. =NirstPa(Nivst) + Pd(NSiP’”(Nf"St)X

1
B. Average Latency of the Half-Duplex System [Nf"S‘ Py(N,) +N P2(N,)

d
Let us denoteD, as the event that the PU is detected
during thek-th decision after starting transmission, af for 0 < Py(N) < 1.
the complementary event that the PU is not detected duringas Ny, can take any value betweeh and N,, with
the k-th decision. Let alsaVy, be the number of samples from
when the PU starts to the-th decision point. The average
access-latency for all the schemes can thus be computed from

(11)

probabilityN, the average latency under scenario 2 is

the infinite sum 1 X
Ly=~ Y L(Nis). (12)
L =N1P(Dy) + NoP(D:| DY) + NsP(Ds|Di N D3)+ No1
A N;P(D;|DSNDS...NDS ) +... (8)

_ Therefore, the total average latency of the half-duplexesys
For the half-duplex case, there are two possible scenarigsy _ Ly + Lo.

depending on which part of the SU activity (sensing or

transmitting) the PU starts transmitting. In the first secema

the PU starts transmitting during the blind intervé¥ping  C. Average Latency of the Sotted Full-Duplex System

samples before the end of the blind interval. The first denisi

is made afte Npjing + Ns) samples, i.e.N1 = (Npiing + Ns). In the slotted full-duplex scheme there is no blind interval
Let P;(k) denote the probability of detection with sam- Let us thus consider the case where the PU turnsVgsg;
ples of the PU signal and,,(k) denote the probability of samples before the end of the sensing period. The first decisi
misdetection for the same case; the probability of detgctiise made aftefrV; = Nyst Samples, with probability of detection
the PU at the first decision is thug;(Ny). If the PU is not P;(Nyst). If the PU is not detected, the second decision has



latency of No = (Nfist + Ns), with P;(Ng), and so on. Thus

the latency is
0.9
L(Nfirst) :Nfirstpd(Nfirst) + Pd(Ns)Pm (Nfirst) X « 08F
= . 2,
Z[Nfirst+(n+1)NS] Pm(NS) %
n=0 E 0.6
:Nfirstpd(Nfirst) + Pd(Ns)Pm (Nfirst) X 2 o5t
N
1 1 r__ﬁ 0.4r]
Nii + N, , 13 €
|: IrSth(NS) SPd2(Ns):| ( ) g0,3
for 0 < (i) < 1. ’ =S ]
Nrirst can take any value betweérand N, with probability ' — Half-Duplex P
0 ‘ ‘ ‘ ‘ : :
N which leads to an average latency 0 ®  Average Latency (samples) 120
S
N ) .
1 - Fig. 2. Average latency - normalized throughput comparisothe 3 systems,
L= N Z L(Niirst)- (14)  SNRsy = 0 dB with perfect self-interference suppressiov; = 16, N =

s Nrirst=1 128.

D. Average Latency of the Siding Full-Duplex System

o
©

In the sliding full-duplex model, the average latency ca ' et
be derived from[(B), however the difference in this case I ! ’
that the decisions are not independent. A decision taken
a samplei is not independent of decisions taken over th
previousi+ (N, —1) samples. Only decisions separatedy
samples are independent. Accordingly, the slotted model ¢
be regarded as a special case of the sliding model, where
only decisions kept are those separatedMyysamples. The
idea of the sliding approach is that there is no real reason
discard all the decisions in between, as these will potiytia ;
reduce the access-latency. It should also be noted thatgtak A
decisions every sample is feasible in contemporary syster or w0 o -
However, the effect on the energy consumption, which may Maximum Latency (samples)
a limitation for battery-driven SUs, remains to be investegl. _ _ _

Since each decision is not independent of Meprevious. £, LT, sesenine erey. - romaiet hioormapareon
decisions, the conditional terms dfl (8) cannot be easily eX- _ 15 n = 19s.
panded using multiplicative terms as in{11) ahd] (13). The
analytical expression for the average access-latency is th ) ) o )
case would require the conditional terms to be express@¥frage latency is approxmaté}&. The sliding-window full-
using a stochastic process model with memory, and is outsf&P!ex scheme can potentially detect the PU with an average
the scope of this work. To compare the performance of ofifcess-latency of a single sample, however, this mode of
proposed sliding-window method with the existing scheme@Peration results in very low SU throughput (and is thus
we have used Monte-Carlo simulations which maintain tH¥t Viable in normal circumstances). Similarly, the maximu
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dependence between the decisions. throughput is achieved for all three schemes—the halfaupl
system has a reduced maximum throughput due to the sensing
IV. RESULTS ANDDISCUSSION overhead, as given bj/l(7)—as the average latency increases.

In Fig. [ we observe a significant improvement in the Fig.[3 shows thed5% and99% quantiles of the latency-
average latency of the full-duplex schemes compared to tthgoughput curves for both full-duplex schemes. The aecess
conventional half-duplex scheme. Moreover an improvemdatency is a random variable, which depends on the actual
is observed for the sliding full-duplex model compared te threalisations of the signal, noise and self-interferend¢sT in
slotted scheme. For these results, no residual self-erente order to provide useful metrics of the system performance we
is present, i.e., perfect self-interference suppresspras- examine the maximum access-latency that is reached with a
sumed. The minimum average access-latency of the haipecific confidence.
duplex scheme is approximately half the length of a SU Fig.[4 compares the average latency for the two full-duplex
frame, as the system is unable to sense while transmittimgodels with increasing residual self-interference (mesu
The slotted full-duplex system has lower access-latency—latively to the noise-floor). The average latency is fobgd
decisions are made every, samples—and the minimumnormalizing the throughput t0.9, i.e., Py = 0.1. The sliding
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Fig. 4. Average access-latency with increasing residuéirgerference, for
a normalised throughput of 0.9, SNR= 0 dB, Ny = 16, N = 128.
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Fig. 5. Normalised throughput with increasing residuaf-sekrference, for
an average access-latency of 16 samples, SNR 0 dB, Ns = 16, N =
128.

scheme is observed to have lower latency for all values
residual self-interference considered. Moreover, thiedihce
in the slopes indicates that the sliding scheme is moretagsis
to residual self-interference, by approximately a factbe.@
relative to the slotted scheme.

In Fig.[8 we can observe a similar result from a differ-
ent perspective. In this figure we compare the normaliséid]
throughput for the two full-duplex models with increasing

residual self-interference. The throughput is found fersbme

the access-latency problem, and showed that it is partlgula
significant for the half-duplex model and that it is reduced b
the slotted full-duplex model. In order to overcome therate
problem even more effectively, we proposed a sliding full-
duplex scheme that profits from its ability to take decisions
every sample. The results show that there is a significant
improvement in the response performance of the system by
using full-duplex techniques. The problem of residual -self
interference that exists in every full-duplex system was al
considered. The proposed sliding method was proven totresis
to the residual self-interference 2.7 times more effebtitiean

the slotted scheme.
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