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Abstract

This work presents a method that incorporates 2D and
3D cues for the estimation of head pose. We propose the use
of the concept of Key-Frames (KF), a set of frames where the
position and orientation of the head is automatically calcu-
lated off-line, to improve the precision of pose estimation
and detection rate. Each KF consists of: 2D information,
encoded by SURF descriptors; 3D information from a depth
image (both acquired by an RGB-D sensor); and a generic
3D model that corresponds to the head localization and ori-
entation in the real world. Our algorithm compares a new
frame against all KFs and selects the most relevant one.
The 3D transformation between both, selected KF and cur-
rent frame, can be estimated using the depth image and the
Iterative Closest Point algorithm in an online framework.
Compared to reference approaches, our system can han-
dle partial occlusions and extreme rotations even with noisy
depth data. We evaluate the proposal using two challenging
datasets: (1) an dataset acquired by us where the ground-
truth information is given by a commercial Motion Capture
system and (2) the public benchmark Biwi Kinect Head Pose
Database.

1. Introduction

Head Pose Estimation (HPE) has been a hot topic in re-
cent years. The techniques developed for HPE have found
applications in different areas such as driver assistance[17],
human-machine interaction [14], expression recognition
[3], augmented reality [10], among others. This task of de-
tecting the head and estimating its orientation with a non-
invasive system seems simple. Many today gadgets, such
as smart phones or webcams, can detect faces in 2D images
in real-time. However, multiple systems require that the
head pose estimators provide higher quality results, good

† This work was carried out in LAAS-CNRS and supported by Thales
Group under the IKKY project.

detection rate and high 3D accuracy. In this paper, we pro-
pose a new methodology (Fig. 1) to detect, robustly, the
human head pose and to improve the accuracy of the estima-
tions even with large head rotations. Our monocular-based
proposal is aimed for driver assistance applications, focus-
ing on improving both accuracy and detection rate. In this
applicative context, a driver may exhibit erratic and abrupt
rapid movements that a head pose system must handle, as
missed detections or inaccurate estimates could lead to ac-
cidents. Therefore, we focus on increasing the estimation
quality in terms of accuracy and robustness for a wide range
of orientations. This is feasible by including a fast and non-
invasive offline step that learns driver’s appearance for some
poses. This information is used to estimate online an ac-
curate pose for a new frame. The appearance cue has been
used in several works, [6, 13, 19] to estimate the head orien-
tation by searching facial features, such as eyes, eyebrows,
mount or nose. Those provide high accurate results, in real-
time, for targets facing straight to the camera or with small
head rotations. Recent works [3, 1] use depth information
to estimate 3D facial features, allowing to detect poses with
a wide range of head orientations. Other proposals [8, 15, 6]
combine appearance and depth information to overcome the
limitations of single cues. Some others [8, 4, 1] take advan-
tage of a predefined 3D human face model which provides
accurate results. Our work falls into these last two cate-
gories, we extract RGB features that describe target appear-
ance and we combine them with depth information into a
face model based system.

For such propose, we develop a framework that com-
bines the best features of existing approaches into an orig-
inal concept of Key-Frames (KF). Each KF contains: (1) a
3D human-face model describing the pose and position of
the target’s head for a relevant orientation; (2) a set of SURF
descriptors, and (3) the depth image, which allows to know
the 3D position of each 2D descriptor. These are learned
in an offline step, see Fig. 1. In the online step, the in-
put frame is compared to all keyframes, using the SURF
descriptors. The best match is used to estimate, quickly
and accurately, the head posture. The results are then re-
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fined using an algorithm based on Iterative Closest Point
(ICP). Fig. 1 gives an overview of our proposal. The eval-
uations are done using: (i) the standard benchmark Biwi
Kinect Head Pose Database [3] and (ii) our own dataset
recorded with a Microsoft Kinect v1. BIWI dataset is, in
the literature, the standard for evaluating head pose detec-
tors [3, 4, 8, 11]. Each target is recorded with neutral ex-
pression, rotating the head at a slow-medium speed. This
is aimed to frame-by-frame detection and not tracking. In-
spired by this benchmark, we develop our own dataset but,
in comparison with BIWI, the targets perform more natu-
ral movements as those expected in a real scenarios, i.e.
drivers in a car. It consists of 4 sequences where targets
show complex behaviors, such as: rapid head movements,
self-occlusion, facial expression, among others. Our ground
truth is created through a commercial Motion Caption (Mo-
Cap) system that uses passive markers, located in a helmet
wear by the targeted person, to provide the pose and posi-
tion of the head. Thanks to quantitative evaluations of chal-
lenging sequences, we highlight that our monocular RGB-D
based approach outperforms current approaches in the state
of the art. This paper is organized as follows: Section 2
discusses related work. The formulation of our proposed
pose detector is presented in Section 3. In Section 4 we
present both quantitative and qualitative evaluations and a
discussion, comparing our proposal with respect to other
two state-of-the-art approaches. Finally, conclusions and
future work are presented in Section 6.

2. Related work
There have been many works aimed on the monocular-

based system for head pose estimation [9, 2]. These can be
categorized according to the cues used. Here, we mention
some of the most relevant monocular proposals.

RGB-based approaches Multiple approaches make use
of deformable models to approximate the shape of a human
face [13] considering facial expressions. Some methods
track the face in video sequences using the classic active-
look model (AAM) such as Zhou et al. [21]. This work
incorporates temporal matching constrains that enforce the
inter-frame coherence in a fitting (cost) function. Kazemi
and Sullivan [6] propose a random forest-based framework
that performs face alignment quickly, achieving a detection
speed of 1 ms. This proposal constructs a set of regression
trees. Each is learned by a loss function, based on gradient
boosting, with invariant feature selection. This state-of-the-
art method can detect faces with high accuracy even with
strong facial deformations or small head rotations. Those
methods are more focused on face detection, although the
pose can be inferred once the model fitting is done. Some
other methods rely on the use of 2D information to detect
specific facial features, i.e. eyes, nose. Valenti et al. [19] use

the RGB images to detect simultaneously the head pose and
eyes location. This method assumes that the head follows
a cylindrical shape, the face features are learned from the
images and then projected onto a cylinder. Then, the model
can be used to detect and track that specific person on the
scene. The previous estimation of both eye and pose are
used as feedback between them to improve performance.
However, 2D-based techniques are very sensitive to the lack
of features, (self) occlusions, illumination changes or lim-
ited head rotation.

Depth-based approaches The depth cue is used in most
of today state-of-the-art methods. Breitenstein et al. [1] pro-
pose a framework for head pose estimation that processes
depth images in real time using Graphics Processing Units
(GPUs). First, in an offline step, the proposal calculates
a generic 3D model of a human face. This model is ro-
tated, and stored, with different orientations. Then, the GPU
finds the best match between the stored models and the in-
put depth image. In a similar way as [1], Fanelli et al. [3]
generate a set of 3D face models with different orientations
that are used to train a set of regression trees. Each leaf
of the trees votes for the position and orientation of the
nose using only a patch of the training model. The pro-
posal provides high quality results and it has been used as
a baseline to compare the performance of other methods.
Also, Papazov et al. [11] propose a 3D invariant descriptor
that represents facial landmarks. The head pose is inferred
by feature matching. This method requires that the target
has similar characteristics to those of the training set. In
addition, facial deformation reduces the estimation perfor-
mance. These three methods [11, 3, 1] depend on an offline
training phase, which is executed on a set of synthetically
generated 3D head models. Therefore, in order to achieve
optimal results, we need to provide a comprehensive dataset
with head samples in a wide range of orientation. On the
other hand, Ghiass et al. [4] perform HPE by fitting a 3D
morphable model over the 3D point cloud of the target. As
the previous methods in state of the art, this proposal has of
an offline training/learning where a person-specific model
is learned. The model fitting is done by minimizing a cost
function, which includes pose and depth data. Although
RGB-based methods, such as Kazemi’s proposal, are more
accurate when a person sees directly to the camera, this type
of methods have a higher detection rate even in fast motion.

RGBD-based approaches Other works propose to com-
bine the color and depth cues [16]. The work of Kaymak
and Patras [5] is similar to the approach of Fanelli, it uses
random forests with tensor regression methods to model
large variations of head pose. Smolyanskiy et al. [15] in-
clude a new constraint on the AAM model fitting that con-
siders the depth. Li et al. [8] propose a template-model
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Figure 1. Pipeline of the proposed head pose tracking framework.

based framework. It uses the Kinect output (color and depth
frames) to calculate a 3D point cloud. The template model
is matched using the ICP algorithm. In a parallel process,
the template is updated online using depth information. In
addition, Li et al. propose several considerations to improve
accuracy and computational cost, such as self-occlusions
(head rotations that conceal part of the head) and handle ex-
tern occlusions (i.e. glasses) using color information. Also,
to increase accuracy, the approach includes RGB-based in-
formation from the 2D facial landmark detector from Vi-
ola and Jones [20]. The landmark detections, i.e. eyes, are
projected to 3D world and are used to weight the match-
ing model-current frame used by ICP. This leads the tem-
plate to zones more likely to be part of the face, reducing
the computational cost. It adapts well to different targets.
The method does not detect a face as fast as Fanelli’s pro-
posal but it is more precise and it estimates poses better
under large head rotations. Vacchetti et al. [18] propose
a Key-Frames method to detect the pose of static rigid ob-
jects using multiple views. In our case, the target is mov-
ing and not the camera. Also, targets are subjected to de-
formations (i.e., facial expressions) and (some) strong oc-
clusions. The nature of the aforementioned proposals al-
lows them to perform well in specific scenarios, i.e. high
accuracy in frontal view (Kazemi [6]), good detection rate
(Fanelli [3]) or high precision for a large rotation range (Li
[8]). Those methods complement each other limitations but
the real-time constrain is not achievable. BIWI dataset is,
in the literature, the standard for evaluating head pose de-
tectors [3, 4, 8, 11]. It consists of 24 sequences, each with
a different person recorded with neutral expression, mov-
ing only the head with slow-medium speed. This dataset is
aimed to frame-by-frame detection and not tracking.

Contributions. Following such insights, our contribu-
tions are: (i) Combination of existing approaches into an
original concept of KF. There, we exploit the complemen-
tarity of the aforementioned proposals to learn, in an offline
step, driver’s appearance for some poses in a discretized ori-
entation space. Each KF associates RGB information in
3D points. Those points are used to estimate a raw head
pose that is later refined using ICP. (ii) Creation of a dataset
more challenging that those in the literature. We recorded
our own dataset, aimed to tracking, with more challeng-
ing situations than BIWI, such as facial deformation, self-
occlusions, rapid movement and among others. (iii) A con-
clusive evaluation with respect to recent approaches.

3. Key-Frame-based pose estimator

Given the previous insights, we consider that Fanelli and
Li proposals are the most relevant, the first has over 200
cites and even has been incorporated into the widely used
Robot Operating System (ROS) library. The latter shows
a better performance than Fanelli in publicly available se-
quences. We evaluate them and highlight their strengths
and weaknesses. These proposals tend to fail in challeng-
ing target behaviors, such as extreme head orientations and
rapid movements.

To overcome these issues, we propose the use of Key-
Frames (KF), in the vein of Vacchetti et al. [18] but for
head pose instead of object localization or Breitenstein et
al. [1] but taking into account both color and depth using
a generic partial-face model. Given these KFs, our work
proposes the use of (natural) facial markers through SURF
type descriptors, in a similar way as commercial MoCap
systems that rely on artificial markers. Our motivation is



to improve the robustness of pose estimation and increases
the accuracy and orientation range that the estimator can
handle. Fig. 1 shows the pipeline of our proposal. At the
top, we have the off-line framework that automatically es-
timates the KFs. Our proposal is designed for driver as-
sistance. In our scenario, precision plays an important role
that could be difficult to achieve given that target behavior
could be random, spontaneous or abrupt. Therefore, taking
an initial step for learning/estimating KF is not an inconve-
nience. KFs are formed from color and depth frames, pro-
vided by an RGB-D sensor, and a template 3D facial model.
The model represents a human face using a 3D mesh (point
cloud), where its pose represents the true head pose of the
target. The pose is calculated using a computationally ex-
pensive but off-line procedure, red block of Fig. 1, which is
described in the subsection below. Once a KF is selected,
we use the appearance cue to characterize the targets using
the SURF descriptors, yellow block in Fig. 1. We chose
this type of descriptors since they are invariant to rotation
and scale. The latter is very important in our case because a
target may not be static in the seat, it could move closer of
farther from the camera. The main idea is to perform a clas-
sic matching between current and reference descriptors but
we limit that part as follows: we know the real head posi-
tion from the template model, projected to image plane. We
estimate descriptors only in the area surrounding the face.
Then, the 3D position of the descriptors is estimated thanks
to the depth cue. If the 3D points are in a distance bigger
that a threshold, i.e. 1.5m, we consider them as part of the
background and we remove them. Thus, we have a set of
D = {ftj , Pj} ∀ j = {1 . . . J} descriptors which asso-
ciate 2D face information in 3D points. The 3D face model
represents the head pose of the target. The model pose is
very important and could be difficult to estimate, even man-
ually. For this reason, we propose an automatic method for
learning them.

3.1. Automatic Key-Frames learning

Our proposal considers key-frames that combine color
and depth cues, this is one novelty of our approach. These
cues provide information that makes our system more ro-
bust. First, we briefly describe how to accurately (but
slowly) estimate the head pose. In order to accurately es-
timate the 3D head pose, we rely on an off-line framework
formed by the combination of 3 face/head pose estimators in
the state of the art (see section 2): 2D based face detector of
Kazemi [6], Fanelli 3D based method [3] and RGB-D pro-
posal of Li [8], see red block of Fig. 1. The pose is defined
through a 3D facial (head) template. In our case, we em-
ploy a model generated by the Basel face model [12]. This
proposal is based on PCA and it is trained with 200 subjects
with neutral expressions. It can represent a human face us-
ing a 3D mesh and, by tuning some weight parameters, we

can create faces with different shapes (young female faces,
old man faces, skinny faces and so on). In our approach,
we use a generic human face model and, as in [8], we take
only the part between the forehead and the base of the nose.
This selection is due to the fact that this region of the hu-
man face is not very affected by deformations from facial
expressions. Thus, we have a model M = {p1, . . . , pm}
consisting of m = 1000 3D points p = {x, y, z}.

Fig. 1 depicts this model as the output of the red block.
The key idea is that each head pose estimator (Kazemi,
Fanelli and Li) proposes a pose candidate P = {p, θ}, rep-
resenting the nose position p = {x, y, z} and head orienta-
tion θ, in spherical coordinates. Thus, a frame t is selected
as a KF if all the estimators provide a similar configuration.
In other words, we calculate the mean P ∗ = {p∗, θ∗} and
variance V ar(C) of the C = {PKazemi, PLi, PFanelli}
proposals. If the variance V ar(C) is smaller that a thresh-
old th1 = 0.1, all the estimators are consistent with the
same pose. Therefore, we keep this frame as KF setting the
3D model according to P ∗. Also, we privilege each method
according to the situation. For example: for frontal detec-
tions, the 2D detector is more accurate; Li can handle bet-
ter large rotations and Fanelli is better with fast movement.
Thus, our selection is as follows:

PKF =



PKazemi if ||p∗ − pKazemi|| < thd
and θo < thθ

PLi if ||p∗ − pLi|| < thd
and θo > thθ

PFanelli if ||p∗ − pFanelli|| < thd
and s∗ < ths

,

where P· is the candidate pose for each proposal, thd is a
threshold for the pose error, θo is the angle between head
pose θ∗ and camera origin and s∗ = ||P t − P t−1|| is the
speed calculated between current and previous pose estima-
tion. This process is done only on the offline learning phase,
since the computational cost of the 3 algorithms make im-
possible to use them in a real time application. This weakly
supervised process makes the user to move along until the
system has recorded a certain number of KF. During this
learning phase, a target performs simple head motions such
as moving from left to right, up to down and in circles. To
keep the number of KFs low and covering all possible ori-
entations, we discretized the orientation space, e.g. 20 de-
grees for inclination and azimuth in spherical coordinates,
as shown in Fig. 2. The yellow sphere depicts the dis-
cretized orientation. The goal is that the target covers all the
possible discretized orientations, green regions in Fig.2. At
the end, we have a set SKF = {P kKF , Dk} ∀ k = {1 . . .K}
of KF with pose and descriptors. In our implementation, we
consider∼ 30−40 KF, which cover the possible discretized
orientation space, see Fig. 2, each with approx. 50 descrip-
tors.



Figure 2. Example of Key-Frame learning. The sphere depicts the discretized orientation space : yellow are unvisited areas, green are
zones that have learned a KFs. The red part is the 3D head model and blue line depicts its orientation, both are estimated by combining the
results of the 3 head pose estimators.

Both Kazemi [6] and Fanelli estimators [3] are provided
as part of public libraries, i.e. ROS and DLib [7]. We have
implemented the framework of Li [8], which has two parts
computed in parallel: (1) an ICP-based pose detector and
(2) an on-line algorithm to update the template model to
better fit the target. We exclude the model updating part
to reduce computational cost. In practice, we observe that
the proposal has problems to estimate head poses with large
rotation. Also, it tends to fail when the eyes are not vis-
ible, due to the proposal relies in a 2D face landmark de-
tector that might not detect one or both eyes. To address
these problems, we propose to include a simple but yet rel-
evant 3D feature, calculated from the previous estimation.
We provide with this feature an small contribution to the
original proposal. We know the 3D position of the nose
from the previous estimation. In the next frame (Fig. 3),
we consider that the new nose position should be close to
the previous one with a similar orientation. Thus, the idea
is to find a point, in the point cloud of current frame, that
meets these characteristics. First, we select all neighboring
points around the previous nose location, below a threshold.
Then, we look for the furthest point in the previously esti-
mated orientation. This point is a good candidate for being
a nose and it is considered in the ICP algorithm. In Li’s
proposals, eyes are detected using Viola and Jones detector
[20]. Those are projected to the 3D world using the depth
image. Then, in the ICP algorithm, a weight factor between
both detections and the eye region in the 3D face model is
included to privilege this association. In our case, we in-
corporate our 3D nose feature in ICP algorithm in the same
way. We evaluate and compare this approach that includes
the nose feature against Li’s original proposal. This version
is used in KF learning. Our method is person-specific then,
like in [4], the learning process must be done for each new
target. Nevertheless, the time used in this step is rewarded
by increasing the performance of the estimator.
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Figure 3. Example of nose feature estimation. The previous esti-
mation of the nose is used as a feedback to guide ICP algorithm to
a nose candidate.

3.2. Head Pose estimation

In this section we describe how to calculate the registra-
tion between KF and current frame. This is done in two
steps. First, we use the 2D correspondences, between the
SURF descriptors of KF and current frame , and the 3D
face model to estimate an initial head pose. Then, we refine
the estimation taking into account the 3D point cloud infor-
mation. From the offline learning step we obtain K Key-
Frames, each with RGB-D information and a robust head
pose. For each KF, we calculate the SURF descriptors but
only in a region of interest (RoI) R = {h,w} around target
face. This RoI is defined by projecting 3D face model back
to image plane. As we can see in Fig. 3, 3D face model
does not cover the entire face, leaving out some relevant in-
formation of the face. Therefore, we scale the size of this
RoI by a fixed value R∗ = α ∗ R with α = 0.15. Since
each image pixel can be projected to 3D world using the
depth image, we project the descriptors and remove those
who have a distance greater than 1.5m. Finally, we have a
set of η SURF descriptors for each k KF in such a way that



D̂k = {d1, . . . , dηk}. For the current frame t, we calcu-
late the SURF descriptors over the entire image because the
target location is unknown. After filtering them by depth,
we have Dt descriptors with 3D position. Now, we cal-
culate the best key-frame Db between descriptors Dt and
D̂ where Db = argmin

k
f(D̂k, Dt) and f is the matching

cost function of feature descriptors. In other words, we take
the k KF with the best number of correspondences. Some
matches between Dt and Db may be inconsistent, i.e. a de-
scriptor in the left eye matches the right eye, or spurious,
i.e. mouth corner matches with the forehead edge, because,
sometimes, those have a similar appearance. We can re-
move them by considering that coherent matches must have
a similar distance and orientation (in 3D world coordinates).
Thus, we filter the matches M b,t between the descriptors
Dt and Db as follows: First, we calculate the mean µo and
variance σo of the orientation of M b,t and the mean µd and
variance σd of the distance of M b,t. Then, we use the Ma-
halanobis distance Mah(·) to remove a match i if:

Mah(µo, σo,M
b,t
i ) < thm orMah(µd, σd,M

b,t
i ) < thm.

An initial head pose can be estimated by computing the
rigid transformation of the 3D point of the matches M b,t

using SVD. This estimation is easily and quickly computed.
Then, we apply this transformation over the 3D face model
to obtain an unrefined pose. Inspired by Li, we build the 3D
Point Cloud, from the depth cue, and apply ICP between
this and the initial face model. The constraints imposed
in the ICP algorithm, like creating correspondences only at
short distance, make it converge quickly (1 or 2 iterations).
ICP refines the pose giving a more accurate estimation.

4. Experimental evaluations
We test our proposals, Li variant with/without nose fea-

ture and KF-based framework, on two challenging bench-
marks: the publicly available Biwi Kinect Head Pose
Database [3] and one dataset developed by us.

4.1. Datasets

Biwi dataset [3] contains 24 sequences with over 15K
images of 20 different people. The targets move their heads
covering a range about ±75 degrees yaw and ±60 degrees
pitch. It provides a ground truth of head pose (3D location
and rotation of the head) for each frame. Our dataset con-
sists of 4 challenging sequences, see Fig. 4, each one with a
different person with very different facial morphology. The
sequences were created to test the performance of the head
pose estimator in situations where the target shows com-
plex behaviors such as rapid movements, extreme rotation
of the head, distance change with respect to the camera and
occlusions. Each sequence is more aimed to a specific be-
havior that the others. All sequences are recorded under lab-

Figure 4. Example of the 4 sequences of our dataset. The images
show the 3D point cloud (on the left) and the RGB image (on the
right) for each sequence.

Seq Frames Rot. Range Mean Speed
(rad/s)

Seq1 1890 ±60 yaw ±40 pitch 0.94
Seq2 1083 ±80 yaw [+30, -65] pitch 0.83
Seq3 1535 ±80 yaw ±45 pitch 2.3
Seq4 1929 ±80 yaw [+20, -80] pitch 2.51

Table 1. Description of our own head pose sequences.

oratory conditions using a Microsoft Kinect v1 and a com-
mercial Motion Caption (MoCap) system, which provides
the ground-truth. The RGB-D images have a resolution of
640 × 480. The targets are located at a distance of about
80 cm, which is the expected distance of a seated driver.
The MoCap system requires distinguishable marks, which
reflect infrared light, in order to detect (with high accuracy)
the location and orientation of a rigid body. Thus, we put 6
marks over a helmet that the target wears allowing the Mo-
Cap to measure the head pose at any time. Therefore, we
have an accurate ground-truth. The specific characteristics
of each sequence are presented in Tab. 1. The seq1 is eas-
ier of the whole set. It consists of 1890 frames. The target
performs slow simple motions with a small range of head
orientation and no (self) occlusions. Seq2 has a medium dif-
ficulty with 1083 frames. It has some fast motions, extreme
head orientation range and multiple distance shifts with re-
spect to the camera (±20cm). Seq3, with 1535 frames, has
more extreme head orientations and some self-occlusions.
Seq4 is the fastest with wide range of head orientation and
few distance shifts. It has 1929 pictures. The first sequence
is simple and quite similar to other public available datasets,
i.e. Biwi dataset. The others are more challenging and are
acquired to test the viability of estimators under extreme
circumstances.

4.2. Evaluation criteria

We evaluate the performance of the proposals using
two metrics: Mean Angular Error and Missed Detections.
The first is only the angular error, in radians, between the
ground-truth and the estimated orientation. We consider a



missed detection when the algorithm does not converge or
the angular error is greater than a threshold, e.g. 45 degrees.
In most cases, the head is detected with a relatively correct
position. A poor or no detection is reflected in the accu-
racy of the orientation and missed detections. Therefore,
like other works in the literature, we do not focus on the
position but on the estimated rotation.

4.3. Results

The Fig. 5 shows some quantitative results which are
the mean of 30 runs of each algorithm. All results have a
variance of less than 0.01 that shows the repeatability of the
results. The left figure presents the Mean Angular Error, in
radians, of each proposal. We observe that the method of
Fanelli presents the highest error. This is mainly because
it can not handle well a wide range of orientations. This
could be improved if Fanelli’s proposal is better trained, al-
though this requires more pre-processing. The rest of the
approaches have similar accuracy. Our proposal (in purple)
shows a small improvement of 0.1 - 0.2 radians (5-11 de-
grees). The right Fig. 5 depicts the missed detection rate.
We observe in the figure that the KF proposal performs bet-
ter in comparison with the others by a wide margin. Also,
comparing the results of Fanelli and Li, we see that Fanelli
has a better detection performance. On the other hand, Li
does not detect well a pose under fast motions. Also, Li’s
proposal has problems handling poses with extreme orien-
tation. The added nose feature improves this aspect and
increases the detection rate, as we can see by comparing the
green and red columns in Fig. 5. This results corroborate
those shown by the literature, see section 2. We present in
Fig. 7 the results on the Biwi dataset as the mean over the 24
sequences. We can observe that the nose-based heuristic, in-
cluded as a new feature in the ICP algorithm, improves Li’s
proposal in terms of detection rate. The last column of both
graphs shows our results. The mean orientation error is the
smallest, this shows that the proposal provides better accu-
racy. Moreover, the missed detection rate of the KF-based
framework is three and two times smaller than Fanelli and
Li’s proposals, respectively.

From those results, we show that our proposal can bet-
ter estimate the head pose in challenging situations main-
taining or even improving the accuracy in comparison with
other proposals in literature. The distribution of missed de-
tection is evaluated, see Fig. 6, using a 2d histogram of
yaw and pitch rotations. The histogram represents the set
of orientations in a discretized way and is constructed by
counting how many times the proposal failed to detect a
head for a specific orientation. We normalize the histogram
with respect to the number of frames evaluated, this means
that the number represented in the figure corresponds to the
percentage of missed detections for a particular orientation.
Each cell represents a possible discretized head orientation.

Method Fast Orient. Detection Precision
motion Range rate

Li [8] + ++ + ++
Li Nose ++ ++ ++ ++
Fanelli [3] +++ + +++ +
Our proposal +++ +++ +++ ++

Table 2. Evaluation summary of each head pose estimator.

Therefore, the center of the graph corresponds to a head
facing forward the camera. This figure shows the results
with 3 proposals evaluated using Seq2. We can observe that
the higher values are located in the bottom-right corner, this
means that most missed detections occur when the target is
looking in that direction. Also, on the right side of Figs.
6(a) and 6(b) there is a red region. It means that this orien-
tation is the most difficult for the approaches based on Li.
This is not the case in Fig. 6(c) where the error is smaller.

4.4. Discussion

The evaluated proposals can handle different types of be-
haviors. We show a summary of the characteristics of each
proposal in Table 2 grading them as (+) low, (++) good
and (+++) excellent. Fanelli’s approach can better deal
with rapid head movements and detect a face most of the
time. However, the estimations are not very accurate and
the range of orientation is restricted. Also, it requires an
exhaustive training step, which is susceptible to false pos-
itives and has trouble handling facial expressions. In con-
trast, Li’s algorithm gives better results. It can estimate the
head pose more robustly. Also, it can cover a wider ro-
tation range, in comparison to Fanelli, with very accurate
estimations. However, it is limited to slow/medium head
speed due to the nature of ICP. Then, the detection rate is
reduced during fast movements, e.g. Seq3 and Seq4. The
new nose feature enhances Li’s proposal by providing in-
formation in fast motion and in a wider orientation range.
But, as shown in Fig. 6, neither can handle well extreme ro-
tations. Our approach improves the detection rate with com-
petitive accuracy compared to the literature proposals. Each
sequence has a greater complexity than the previous one.
From Fig. 5, we can see that our proposal has a higher gain
than the others, as the sequences become more complex,
leaving the missed detection almost constant compared to
other approaches.

5. Conclusion and future work
We have presented a head pose estimation system that

takes advantage of Key-Frames. We present a supervised
methodology for automatically creating a KF set in an of-
fline learning step. The KF allows to handle poses with
rotations of large range and provides robust estimates. We
compare our proposal with those in the literature and eval-
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Figure 5. Results using our dataset: (blue) Fanelli, (red) Li simple approach, (green) Li proposal including of nose detection heuristic, and
(purple) our descriptor-based method. Results are the mean of 30 runs with a variance lower than 0.01.
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Figure 6. 2D Histogram of the missed detection distribution. Results using: (a) Li approach, (b) Li proposal including of nose detection
heuristic, and (c) our descriptor-based method.
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Figure 7. Mean of the results on the BIWI dataset. Left: Mean
orientation error (in radians). Right: Percentage of missed detec-
tions.

uate them using two challenging benchmarks. Each se-
quence presents complex behaviors ranging from rapid head
movements, extreme orientations, self-occlusions and tar-
gets moving away/forward from the camera. The exper-
iments show how our approach efficiently manages these
challenging situations that could lead to missed detections
or loss of accuracy. As future work, we will improve the KF
set by adding an online KF learning update. Also, we would
like to use the previous estimation as a feedback such that:
the new SURF descriptors are calculated around the previ-
ous pose and privilege the KF with the same orientation as
the previously estimated pose. We will publish our dataset
online for the benefit of the research community.
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