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Abstract

Existing object detection models assume both the train-
ing and test data are sampled from the same source do-
main. This assumption does not hold true when these detec-
tors are deployed in real-world applications, where they en-
counter new visual domains. Unsupervised Domain Adap-
tation (UDA) methods are generally employed to mitigate
the adverse effects caused by domain shift. Existing UDA
methods operate in an offline manner where the model is
first adapted toward the target domain and then deployed
in real-world applications. However, this offline adapta-
tion strategy is not suitable for real-world applications as
the model frequently encounters new domain shifts. Hence,
it is critical to develop a feasible UDA method that gen-
eralizes to the new domain shifts encountered during de-
ployment time in a continuous online manner. To this
end, we propose a novel unified adaptation framework that
adapts and improves generalization on the target domain in
both offline and online settings. Specifically, we introduce
MemXformer - a cross-attention transformer-based mem-
ory module where items in the memory take advantage of
domain shifts and record prototypical patterns of the tar-
get distribution. Further, MemXformer produces strong
positive and negative pairs to guide a novel contrastive
loss, which enhances target-specific representation learn-
ing. Experiments on diverse detection benchmarks show
that the proposed strategy producs state-of-the-art perfor-
mance in both offline and online settings. To the best of our
knowledge, this is the first work to address online and of-
fline adaptation settings for object detection. Source code:
https://github.com/Vibashan/memXformer-online-da
1. Introduction

The ability to train deep network models on large-scale
annotated datasets [35, 14, 41, 29] has accelerated the
progress for multiple computer vision tasks such as clas-
sification [35, 19, 13], segmentation [45, 72, 54], and de-
tection [48, 47, 42]. Despite this success, these models
have limited generalization capabilities [56, 23, 17]. Specif-
ically, the model performance drops when the test data (tar-
get domain) is sampled from a different distribution than
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Figure 1. Left: Unsupervised Domain Adaptation - labeled source
data and unlabeled target data are available during adaptation.
Middle: Source-Free Domain Adaptation - source-trained model
is adapted to the target domain. Right: Online Source-Free Do-
main Adaptation - source-trained model is adapted to target distri-
bution shift during real-world deployment via online updates.

that of the training data (source domain) [1]. For exam-
ple, when a model is deployed in real-world applications
such as autonomous navigation, it could encounter images
with weather-based degradations, camera artifacts, etc., un-
known during training.

Unsupervised Domain Adaptation (UDA) methods [15,
58, 51, 9, 25, 24, 8, 28, 50] are generally employed to im-
prove model generalization under domain shift condition.
Existing UDA methods assume that both labelled source
data and unlabeled target data are available during adapta-
tion. This scenario is often not feasible in current real-world
applications, as the labelled source data is often restricted
due to privacy regulations, data transmission constraints,
or proprietary data concerns. To overcome this drawback,
recently, some works have explored Source-Free Domain
Adaptation (SFDA) [37, 34, 68, 40, 39] setting, where a
source-trained model is adapted towards the target domain
without requiring access to the source data. However, in
both UDA and SFDA settings, adaptation is performed in
an offline manner where the model is first adapted towards
the target domain and then deployed in real-world applica-
tions. In addition, it is often impossible to have prior knowl-
edge about the target domain in most real-world applica-
tions. In other words, the deployed model could encounter
a diverse set of target domains and offline adaptation to ev-
ery distribution shift would be infeasible. Therefore, we
propose a unified adaptation framework which utilizes a
source-trained detector and adapts to the target domain in
both offline and online manner.
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In recent years, few works have explored various test-
time adaptation settings where adaptation is performed dur-
ing test-time [66, 70, 59]. Wang [66] proposed a fully test-
time adaptation strategy which performs entropy minimiza-
tion during test-time and only updates the model batch-
norm parameters for the classification task. However, ex-
tending TENT to detection framework [66] has two criti-
cal drawbacks: 1) TENT use a very large batch size dur-
ing test-time adaptation, which is not feasible during real-
time deployment as images arrive one by one sequentially.
2) Updating only the batch norm parameter of a network
with batch size 1 essentially degrades the model perfor-
mance [70]. Although existing test-time adaptation settings
are closer to online-SFDA settings, they are not suitable for
adapting a detection model during real-world deployment.
To overcome these issues, we explore an Online Source-
Free Domain Adaptation (Online-SFDA)setting, where a
model is adapted to any distribution shifts encountered dur-
ing deployment in an online manner with batch size 1.
Fig. 1 illustrate the online source-free domain adaptation
setting for detection and its differences against the other
adaptation settings.

Source-free domain adaptive object detection is rela-
tively new and a more challenging setting than UDA. Ex-
isting SFDA methods [39, 27] for detection adapt to the
target domain by training on the pseudo-labels generated
by the source-trained model. Due to domain shifts, these
generated pseudo-labels are noisy and training a model on
top of them would lead to noise overfitting [44, 12]. To
alleviate these issues, we employ a mean-teacher frame-
work where the student model is supervised using pseudo-
labels generated by the teacher network and the teacher net-
work is slowly updated via the exponential moving average
(EMA) of student weights. Therefore, the student network
is trained on consistent pseudo-labels leading to less overfit-
ting and the teacher network is a gradual ensemble of target
adapted student weights [44]. However, this strategy is in-
efficient in learning two critical aspects required for optimal
online adaptation: 1) They fail to learn robust target feature
representation, 2) They fail to fully exploit the online target
samples. Hence, we propose a novel memory module and
a contrastive loss to fully utilize online target samples and
learn robust target feature representation.

Contrastive Learning (CL) [5, 6, 18, 10, 31] aims to learn
high-quality features from unlabeled data by forcing similar
object instances to stay close and push dissimilar ones apart
in an unsupervised manner. This is especially useful for
online-SFDA as source-labelled data are unavailable during
adaptation. Existing CL methods are designed for classi-
fication tasks where they operate on image-level features
and require multiple image views (or augmentations) [5] to
learn robust feature representation. Consequently, obtain-
ing these large sets of views through input augmentations

is computationally expensive for adapting detector models.
However in detector models, it is possible to obtain different
views for an object in an input image without heavy input
augmentations. More precisely, the detector provides mul-
tiple object proposals generated by Region Proposal Net-
work (RPN), which in turn provides multiple cropped views
around the object instance at different locations and vari-
ous scales. Therefore, applying CL loss on RPN cropped
views guides the model to learn object-level feature repre-
sentation on the target domain. Note this CL loss is used to
supervise the student network, where the object-level fea-
tures are obtained from the student RoI features. How-
ever to perform contrastive learning, these student RoI fea-
tures require positive and negative pairs. To this end, we
propose MemXfromer, a cross-attention transformer-based
memory module where items in the memory record proto-
typical patterns of the continuous target distribution. The
proposed MemXfromer solves two important problems for
online adaptation: 1) store the target distribution during on-
line adaptation, which are utilized for future adaptation. 2)
stored temporal ensemble of target representations provides
positive and negative pairs to guide the contrastive learn-
ing process. Further, we introduce a cross-attention based
read and write technique which models better target distri-
bution and provides strong positive and negative pairs for
contrastive learning. Note that the proposed method is not
only suitable for online adaptation but also for offline adap-
tation. In a nutshell, this paper makes the following contri-
butions:
• To the best of our knowledge, this is the first work to con-

sider both online and offline adaptation settings for detec-
tor models.

• We propose a novel unified adaptation framework which
makes the detector models robust against online target
distribution shifts.

• We introduce the MemXformer module, which stores
prototypical patterns of the target distribution and pro-
vides contrastive pairs to boost contrastive learning on the
target domain.

• We consider multiple detection benchmarks for experi-
mental analysis and show that the proposed method out-
performs existing UDA, and SFDA methods for both on-
line and offline settings.

2. Related works
Unsupervised domain adaptation. Existing unsupervised
domain adaptation methods can be categorized into three
groups based on adversarial training [7, 50, 53, 63], self-
training [30, 67] and image-to-image translation [33, 49].
The first domain adaptive object detection was studied in
[7], where they followed an adversarial-based strategy to
perform feature alignment at both image-level and instance-
level to mitigate the domain shift. Later, Saito [50] pro-



posed an adversarial-based strategy where strong alignment
of the local features and weak alignment of the global fea-
tures. Kim [33], introduced an image-to-image translation-
based where multiple target domain images are created by
stylizing the labelled source images. Multiple discrimina-
tors are used to performing adversarial alignment to reduce
domain discrepancy by utilizing these target-styled source
images. In [30], a pseudo-label based training strategy was
formulated to counter noise in pseudo-labels to perform
robust training of object detectors on the target domain.
However, all these works assume to have access to labelled
source data and unlabeled target data during adaptation, and
they operate in an offline setting.
Source-free domain adaptation. In the source-free do-
main adaptation setting, we have a source-trained model
which adapts to the target domain without having access
to source data. Multiple works have addressed the source-
free domain adaptation (SFDA) setting for classification
[40, 38], segmentation [43, 36, 64] and object detection
[39, 27, 61, 21, 22] tasks. In detail, for classification task
[39] proposed a self-supervised method to learn target do-
main representation via information maximization. Further
for segmentation [43, 36] and object detection [39, 27], the
proposed methods are based on pseudo-label self-training
to learn target-specific representation. However, similar to
existing UDA works, these SFDA methods operate in an of-
fline setting. Thus, we explore online adaptation, which is
a more practical way to tackle domain shifts for real-world
applications.
Online adaptation. Sun [55] proposed a Test-time train-
ing (TTT) strategy, where a model is trained on source data
along with an auxiliary task (eg: rotation prediction) which
is utilized during test-time to fine-tune the model on tar-
get test distribution. The major drawback of this adapta-
tion strategy is training an auxiliary task along with source
training just to perform adaptation during test-time is not a
feasible solution and effective solution for real-world appli-
cation. Later, Wang [66] proposed a fully test-time adap-
tation setting, where the given source trained model adapts
to the target domain by entropy minimization during test-
time in an online manner by entropy minimization. In this
way, Tent [66] adapts to the target domain with test-time
loss. Here, the major limitation of [66] is a requirement
of a large batch size during test-time adaptation, which is
not feasible during real-time deployment as images arrive
one by one sequentially. Although existing test-time adap-
tation settings provide close resemblance to online-SFDA
settings, these test-time settings are not suitable for adapting
a detection model during real-world deployment. Therefore
in this work, we explore both online and offline adaptation
settings for the object detection tasks.
Contrastive representation learning. Contrastive repre-
sentation learning has shown huge progress towards unsu-

pervised feature learning. The standard way of formulating
contrastive learning for an anchor is by pulling together the
feature embedding of anchor’s positive pairs and pushing
apart from the anchor’s negative pair [46, 5, 18]. These
positive and negative pairs are formed by augmenting the
anchor image and sampling from the input batch of images.
Thus, for a given anchor, the positive pair are augmented
anchor images and the negative pairs are other images from
the batch [46, 5, 18]. On top of this, by exploiting the task-
specific label information, [31] performed contrastive learn-
ing in a supervised manner. Nonetheless, all these tasks
require a large batch size to perform contrastive learning
effectively and it is not feasible to have more than one im-
age during online adaptation. Thus, we propose a memory-
based contrastive learning framework suitable for adapting
object detectors during deployment in an online manner.

3. Proposed method
The online-SFDA setting considers a source-trained

model with parameters Θsrc and adapts to any target dis-
tribution shifts during real-world deployment as illustrated
in Fig. 1. Let us consider a stream of online target data de-
noted as T = {x1, x2, .., xn}, where xn is the nth online
sample. Since these samples arrive sequentially, the model
gets adapted to each sample and the adapted weights are
used for future online samples. Specifically, the model pa-
rameters during adaptation on the nth sample xn, i.e. Θ

(n)
src,

are initialized with the model parameters updated through
online adaptation of previous xthn−1 sample. To summarize,
online-SFDA performs continuous online adaptation, i.e.,
adaptation will be continued as long as there is a stream of
data and necessity.
Student-teacher training. In online-SFDA, the model pa-
rameters need to be continuously updated in an online unsu-
pervised manner. Consequently, the model risks forgetting
the original hypothesis learned through supervised source
training [44, 12]. To overcome this, prior works [57, 44]
have employed a student-teacher framework. Specifically,
the student parameters (Θstd) are adapted to the target do-
main by minimizing the detection loss supervised through
the teacher-generated pseudo-labels. The adapted student
parameters are then transferred to the teacher parameters
(Θtch) via Exponential Moving Average (EMA). This can
be formally written as:

Lpl(xn) = Lrpn(xn, ỹn) + Lrcnn(xn, ỹn) (1)

Θ
(n+1)
std ← Θ

(n)
std + γ

∂(Lpl(xn))

∂Θ
(n)
std

(2)

Θ
(n+1)
tch ← αΘ

(n)
tch + (1− α)Θ

(n+1)
std , (3)

where xn and ỹn are the nth test sample and correspond-
ing pseudo-label generated by teacher network, Lpl is the
pseudo-label supervision loss, γ is the student learning rate,
and α is teacher EMA rate. However, the student-teacher
framework is still not sufficient to learn robust features to
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Figure 2. Overview of the proposed online-SFDA training pipeline. The detection network is adapted to online target distribution shifts by
improving target representations through contrastive training. Specifically, the proposed MemXformer records prototypical patterns of the
target distribution shift and provides strong positive and negative pairs to guide the contrastive learning process. distribution .

mitigate target distribution shifts. Hence, we explore con-
trastive learning-based strategies further to improve the ro-
bustness of feature representations in an online setting.
Contrastive Learning (CL). SimCLR [5] is a commonly
used CL framework which learns representations for an
image by maximizing agreement between differently aug-
mented views of the same sample. For given an anchor im-
age xi, the SimCLR loss can be written as:

LSimCLR(xi) = −log

(
exp(sim(zi, zj))∑2N

l=1,3l 6=i
exp(sim(zi, zl))

)
,

(4)
where N is the batch size, zi and zj are the features of two
different augmentations of the same sample xi, whereas zl
represents the feature of the lth batch sample xl, where
l 6= i. Also, sim(·, ·) indicates a similarity function, e.g.
cosine similarity. Note that in general, the CRL framework
assumes that each image contains one category/object [5].
Moreover, it requires large batch sizes that could provide
multiple positive/negative pairs for training [6]. In contrast
for object detection, each image will have multiple objects
and a large batch size or multiple views are computationally
not feasible. Hence, existing CRL methods are more suited
for classification tasks.

3.1. Memory-based contrastive learning

Though existing contrastive learning methods like Sim-
CLR are exceptional at learning high-quality representa-
tions, they are more suitable for the classification task. For
detection, these CL methods require large batch size and
heavy input augmentation, which are computationally ex-
pensive to apply for online parameter updates (discussed in
Sec. 1). Therefore, we utilize a computationally efficient
memory-based approach to make contrastive learning fea-
sible and effective for online model updates. The proposed
online-SFDA strategy is illustrated in Fig. 2.

MemXformer. A cross-attention transformer-based mem-
ory module which stores target distribution shift and guides
the contrastive learning for target domain representation
during online adaptation. Specifically, we employ a Global
Memory Bank M = {mi ∈ R1×C}Nl

i=1, where Nl is num-
ber of memory items and C is memory item feature dimen-
sion. These memory items are used to store target represen-
tation and record prototypical patterns of the target distribu-
tion during the adaptation. In addition, these memory items
are used to retrieve strong positive and negative pairs for
guiding contrastive learning. The MemXformer module has
two operations: write and read, which are based on cross-
attention. In the MemXformer write operation, the teacher
RoI features are used to update the memory elements ap-
propriately. In the MemXformer read operation, the student
RoI features are queried to the memory and a weighted sum
of similar memory elements is retrieved, which essentially
provide strong positive pairs. The read and write operations
of MemXformer are illustrated in Fig. 3.

Write. To update the memory elements, we consider only
the teacher network RoI features Ft = {f it ∈ R1×C}Nf

i=1,
whereNf is number of RoI features andC is RoI feature di-
mension. The teacher RoI features are considered because
in the student-teacher framework, the teacher pipeline has
input with weak augmentations resulting in accurate RPN
proposals compared to the student pipeline. As shown in
Fig. 3 (a), first the teacher RoI features are projected as key
Kt = {kit}

Nf

i=1 and value Vt = {vit}
Nf

i=1 using two FC layer
with weight Wk and Wv , respectively. Now each memory
items are considered as queryQm = {mj}Nl

j=1 and we com-
pute a cross-attention map St between the teacher RoI fea-
tures and memory items as follows:

kit = Wk · f it ,
vit = Wv · f it ,

(5)



s
(i,j)
t =

exp
(
mj
(
kit
)T)

∑
l∈M exp

(
ml
(
kit
)T) , (6)

where the cross-attention map St is a 2D matrix of size
Nm × Nf and si,jt represents how jth memory items is
related to ith teacher RoI features. We utilize this cross-
attention map St and Vt to update jth memory item using
following equation:

mj ← F

(
mj +

∑
i∈V

s
(i,j)
t vit

)
. (7)

where F (.) is L2 norm. Therefore, using attention-based
weighted average and global memory bank update for each
online sample makes the MemXformer effectively store and
model the target distribution.
Read. To read the memory elements, we consider only
the student network RoI features Fs = {f is ∈ R1×C}Nf

i=1,
where Nf is number of RoI features and C is RoI feature
dimension. In addition, the MemXformer Read operation
is performed to obtain strong positive pairs given student
RoI features as a query. As shown in Fig. 3 (b), first the
student RoI features are projected as query Qs = {qis}

Nf

i=1

by one FC layer with weight Wq . Now each memory items
are considered as key Km = {mj}Nl

j=1 and we compute
a cross-attention map Ss between the student RoI features
and memory items as follows:

qis = Wk · f is, (8)

s(i,j)s =
exp

(
qis
(
mj
)T)

∑
l∈M exp

(
qis (ml)

T
) , (9)

where the cross-attention map Ss is a 2D matrix of size
Nm × Nf and given ith student RoI features as query, the
sit th row presentsNl memory items attention score. There-
fore, given ith student RoI features as query, we generate its
corresponding positive pair by attention guided weighted
sum of most similar memory items. Thus, utilizing the
cross-attention map Ss and considering memory items as
value Vm = {mj}Nl

j=1, we compute the strong positive pair
for ith student RoI features using following equation:

pis =
∑
j∈M

s(i,j)s mj . (10)

where Ps = {pis}
Nf

i=1 corresponds to set of strong positive
pair for student RoI features Fs. In detail, the retrieved
positive pairs are temporal ensembles of the prototypical
target distribution, which gives more information regarding
the online target distribution shifts. This essentially guides
contrastive learning to model the target distribution.
Negative Pair Mining. As explained earlier from MemX-
former read operation, we obtain a set of strong positive
pairs for a given student RoI feature. These strong positive
pairs are essentially an ensemble of most similar memory
items. However, these ensembled similar memory items
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Figure 3. MemXformer Write and Read operations.

also contain dissimilar memory items but are scaled with
less attention weights. This restricts the contrastive learning
capability to effectively model the target domain representa-
tion. To mitigate the dissimilar item’s effect on CL, we pro-
pose negative pair mining. Specifically in negative pair min-
ing, given a student RoI feature as query and cross-attention
map Ss, we mine the least similar 10% of the memory items
and label them as negative pairs Ns = {mn

i }
Ns
i=1. As a re-

sult, by performing negative pair mining, we obtainNs neg-
ative samples for one positive sample, where Ns is top 10%
of least similar memory items.
Memory contrastive loss. Given student RoI feature f is as
anchor, utilizing MemXformer Read operation and negative
pair mining we obtain strong positive Ps and negative pairs
Ns from MemXformer. Therefore, given an image xn with
student RoI feature Fs, the MemCLR loss is calculated as:
LMemCLR(xn) =

− log
{

1
|Fs|

∑
i∈Fs

exp(fi
s·p

i
s)

exp(fi
s·pis)+

∑
n∈Ns

exp(fi
s·mn)

}
,

Therefore, minimizing the MemCLR loss guided by strong
positive and negative pairs enhance the student model to
learn better target representation in an online-SFDA setting.
Overall loss. We illustrate our overall architecture for on-
line source-free domain adaptation in Fig. 2. The proposed
method utilizes a global memory bank to perform memory-
based contrastive learning to robustify the representations
under varying target distribution shifts. Therefore, the over-
all online-SFDA loss for any online sample xn can be cal-
culated as:

LFTTA(xn) = Lst
pl(xn) + LMemCLR(xn).

4. Experiments and Results
To validate the proposed method, we consider four do-

main shift scenarios where the source train model is adapted
to the unlabelled target domain, typically used for compar-
ison in UDA and SFDA literature. Specifically, we evalu-
ate the proposed method with the existing UDA, SFDA and
Test-time works under four domain shifts, 1) clear-weather
to foggy-weather, 2) real to artistic, 3) synthetic to real, and
4) cross-camera adaptation. Note that, to show the effec-
tiveness of our proposed approach, we evaluate both on-
line and offline settings. Specifically, the offline setting fol-
lows the standard SFDA setting. The source-trained model
is adapted towards the target domain using an unlabelled
target train-set for multiple iterations and evaluated on the
target test-set. Whereas in the online setting, the model



Table 1. Quantitative results (mAP) for Cityscapes→ FoggyCityscapes. S: Source-only, O: Oracle, UDA: Unsupervised Domain Adapta-
tion, SFDA: Source-Free Domain Adaptation, O-SFDA: Online Source-Free Domain Adaptation.

Type Method Offline Online prsn rider car truck bus train mcycle bicycle mAP
S Source-Only 3 5 29.3 34.1 35.8 15.4 26.0 9.09 22.4 29.7 25.2

DA Faster [7] (CVPR 2018) 3 5 25.0 31.0 40.5 22.1 35.3 20.2 20.0 27.1 27.6
Selective DA [73] (CVPR 2019) 3 5 33.5 38.0 48.5 26.5 39.0 23.3 28.0 33.6 33.8
D&Match [33] (CVPR 2019) 3 5 30.8 40.5 44.3 27.2 38.4 34.5 28.4 32.2 34.6

UDA MAF [20] (ICCV 2019) 3 5 28.2 39.5 43.9 23.8 39.9 33.3 29.2 33.9 34.0
Robust DA [30] (ICCV 2019) 3 5 35.1 42.1 49.1 30.0 45.2 26.9 26.8 36.0 36.4
MTOR [2] (CVPR 2019) 3 5 30.6 41.4 44.0 21.9 38.6 40.6 28.3 35.6 35.1
Strong-Weak [50] (CVPR 2019) 3 5 29.9 42.3 43.5 24.5 36.2 32.6 30.0 35.3 34.3
Categorical DA [69] (CVPR 2020) 3 5 32.9 43.8 49.2 27.2 45.1 36.4 30.3 34.6 37.4
MeGA CDA [26] (CVPR 2021) 3 5 37.7 49.0 52.4 25.4 49.2 46.9 34.5 39.0 41.8
Unbiased DA [12] (CVPR 2021) 3 5 33.8 47.3 49.8 30.0 48.2 42.1 33.0 37.3 40.4
SFOD [39] (AAAI 2021) 3 5 25.5 44.5 40.7 33.2 22.2 28.4 34.1 39.0 33.5

SFDA HCL [27] (NeurIPS 2021) 3 5 26.9 46.0 41.3 33.0 25.0 28.1 35.9 40.7 34.6
Mean-Teacher [57] 3 5 33.9 43.0 45.0 29.2 37.2 25.1 25.6 38.2 34.3
MemCLR (Ours) 3 5 37.7 42.8 52.4 24.5 40.6 31.7 29.4 42.2 37.7

O-SFDA Tent [65] (ICLR 2021) 5 3 31.2 38.6 37.1 20.2 23.4 10.1 21.7 33.4 26.8
MemCLR (Ours) 5 3 32.1 41.4 43.5 21.4 33.1 11.5 25.5 32.9 29.8

O Oracle 3 5 38.7 46.9 56.7 35.5 49.4 44.7 35.9 38.8 43.1

is adapted towards the target domain in an online manner
where the target test samples are seen only once and finally
evaluated on the target test-set. This essentially simulates
the real-world scenario where you see the target samples
only once and adaptation needs to be continuous.

4.1. Implementation details
For the Online adaptation setting, we adopt Faster-

RCNN [48] with ResNet50 [19] as the backbone pre-trained
on ImageNet [35]. In all of our experiments, the input im-
ages are resized with a shorter side to be 600 pixels while
maintaining the aspect ratio. We set the batch size to 1
for all experiments. For the student-teacher framework, the
weight momentum update parameter α of the EMA for the
teacher model is set equal to 0.99. The pseudo-labels gen-
erated by the teacher network with confidence greater than
the threshold T=0.9 are selected for student training. We
utilize an SGD optimizer to train the student network with
a learning rate of 0.001 and momentum of 0.9 for both on-
line and offline training. The Global Memory Bank con-
tains Nm memory items, which are set to 1024. Further,
the source model is trained using an SGD optimizer with a
learning rate of 0.001 and momentum of 0.9 for 10 epochs.
We report the mean Average Precision (mAP) with an IoU
threshold of 0.5 for the teacher network on the distribution-
shifted target domain test data during the evaluation.

4.1.1 Clear-weather to foggy-weather adaptation
When the source-trained models are deployed in real-world
applications such as autonomous navigation, they are likely
to encounter data from multiple weather conditions such as
fog, haze, etc. In most cases, the deployed detector mod-
els would be trained for clear weather conditions. We pro-
pose to formulate this as an online adaptation problem, as
it is difficult to pre-determine what kind of weather con-
ditions will occur. Subsequently, we update the detector
model in an online manner to adapt to any weather shifts
the model might observe after deployment. To evaluate the

Table 2. Quantitative results for Sim10K→ Cityscapes and
KITTI→ Cityscapes.

Type Method Online Ofline Sim10k→ City Kitti→ City
AP of Car AP of Car

S Source-Only 3 5 32.0 33.9
DA Faster [7] (CVPR 2018) 3 5 38.9 38.5
MAF [20] (ICCV 2019) 3 5 41.1 41.0

UDA Robust DA [30] (ICCV 2019) 3 5 42.5 42.9
Strong-Weak [50] (CVPR 2019) 3 5 40.1 37.9
Harmonizing [3] (CVPR 2020) 3 5 42.5 -
Cycle DA [71] (ECCV 2020) 3 5 41.5 41.7
MeGA CDA [62] (CVPR 2021) 3 5 44.8 43.0
Unbiased DA [12] (CVPR 2021) 3 5 43.1 -
SFOD [39] (AAAI 2021) 3 5 42.3 43.6

SFDA Mean-teacher [57] 3 5 42.3 43.6
MemCLR (Ours) 3 5 44.2 46.8

O-SFDA Tent [65] (ICLR 2021) 5 3 32.8 34.5
MemCLR (Ours) 5 3 37.2 38.5

proposed method under such conditions, we experiment on
Cityscapes [11]→ FoggyCityscapes [52] dataset. Here, we
have a detection model trained on the Cityscapes dataset
consisting of 2,975 normal weather images and 500 test
images with 8 object categories: person, rider, car, truck,
bus, train, motorcycle and bicycle. During inference, im-
ages from FoggyCityscapes are sequentially sent and the
object detection model is adapted in an online manner to
improve generalization on foggy/hazy weather. Table 1
provides the comparison of the proposed FTTA method
with the state-of-the-art UDA, SFDA, and O-SFDA meth-
ods for Cityscape→FoggyCityscapes adaptation scenario.
From Table 1, we can infer that UDA and SFDA meth-
ods operate in an offline manner, where as O-SFDA op-
erates in an online manner. Firstly, in the online setting
our proposed method outperforms existing UDA methods
such as SWDA [50], MTOR [2] and InstanceDA [67] by a
considerable margin. However, compared to MeGA-CDA
[62] and Unbiased DA [12] our proposed method produces
competitive performance with a drop of 3-4 mAP. Note
that these UDA methods have access to labelled source
data, whereas under the SFDA setting, the proposed model
only has access to source-trained model. Furthermore, the
proposed method outperforms SFDA methods like SFOD
[39] and HCL [27] by 1.7 and 0.6 mAP, respectively. Sec-



Table 3. Quantitative results for PASCAL-VOC→Watercolor.

Type Method Online Ofline bike bird car cat dog prsn mAP
S Source only 3 5 68.8 46.8 37.2 32.7 21.3 60.7 44.6

DA Faster [7] (CVPR 2018) 3 5 75.2 40.6 48.0 31.5 20.6 60.0 46.0
BDC Faster [50] (CVPR 2019) 3 5 68.6 48.3 47.2 26.5 21.7 60.5 45.5
BSR [32] (ICCV 2019) 3 5 82.8 43.2 49.8 29.6 27.6 58.4 48.6

UDA WST [32] (ICCV 2019) 3 5 77.8 48.0 45.2 30.4 29.5 64.2 49.2
SWDA [50] (CVPR 2019) 3 5 71.3 52.0 46.6 36.2 29.2 67.3 50.4
HTCN [3] (CVPR 2020) 3 5 78.6 47.5 45.6 35.4 31.0 62.2 50.1
I3Net [4] (CVPR 2021) 3 5 81.1 49.3 46.2 35.0 31.9 65.7 51.5
Unbiased DA [12] (CVPR 2021) 3 5 88.2 55.3 51.7 39.8 43.6 69.9 55.6
SFOD [39] (AAAI 2021) 3 5 76.2 44.9 49.3 31.6 30.6 55.2 47.9

SFDA Mean-teacher [57] 3 5 73.6 47.6 46.6 28.5 29.4 56.6 47.1
MemCLR (Ours) 3 5 70.7 48.5 51.3 31.6 34.0 61.3 49.6

O-SFDA Tent [65] (ICLR 2021) 5 3 62.3 53.4 43.7 29.5 36.4 48.3 45.4
MemCLR (Ours) 5 3 66.1 46.2 47.8 30.8 30.0 55.3 46.1

ondly, when compared to the Test-time adaptation based
methods such as Tent [66], our best-performing model sur-
passes it by a huge margin of by 3.0 mAP. Therefore, for
Cityscape→FoggyCityscapes adaptation scenario, our pro-
posed method produces state-of-the-art results in both on-
line and offline SFDA settings.

4.1.2 Synthetic to real world adaptation
Collecting and annotating detection data is computation-
ally intensive, where on top of assigning a category, one
needs to add bounding boxes to every object location in
the image. On the other hand, creating a synthetic dataset
through simulation is much less computation-intensive and
generates annotations for free. Hence, training a detector
model on a synthetically generated dataset makes sense and
then deploying it in real-world conditions. However, stylis-
tic/appearance differences between real and synthetic data
limit such deployment due to performance issues. Here,
we formulate it as an online adaptation problem to update
a synthetic data trained model on the real-world test data.
Particularly, we consider a source model trained on Sim10k
[29] on 10,000 training images with 58,701 bounding boxes
of car category, rendered by the gaming engine Grand Theft
Auto. For real-world test data we use the Cityscapes [11]
validation set for online model adaptation. In Table 2, we
report Sim10K→Cityscapes adaptation results on the exist-
ing UDA, SFDA, and O-SFDA methods. In an offline set-
ting, compared to the existing UDA works such as DAFaster
[8], SWDA [50] and RobustDA [30], the proposed method
outperforms all of them by a considerable margin. Further-
more, when compared to SFOD [39] the proposed method
is better by 0.7 mAP. In an online setting, compared to
Tent [66], our proposed method outperforms it by 4.0 mAP.
Therefore, our proposed is able to perform well under syn-
thetic to real-world domain shifts.

4.1.3 Cross-camera adaptation

In most real-world applications, it is assumed that both
training and test data would be collected using a camera
with the same parameters. However, the camera param-
eters are often different, which causes the collected im-
ages to have different appearances, such as radial distor-

Table 4. Ablation analysis on Cityscapes→FoggyCityscapes.
Method Mem items prsn rider car truck bus train mcycle bcycle mAP
Source-only 5 29.3 34.1 35.8 15.4 26.0 9.09 22.4 29.7 25.2
Student-Teacher 5 33.1 42.2 44.7 24.0 33.6 17.8 26.8 38.1 32.5
SupCon 5 33.0 43.1 49.8 26.5 31.1 23.3 27.7 37.2 33.8
MemCLR (Ours) 256 37.2 41.7 51.3 27.5 38.5 28.5 29.6 39.3 36.7
MemCLR (Ours) 512 37.4 45.2 51.9 24.4 39.6 25.2 31.5 41.6 37.1
MemCLR (Ours) 1024 37.7 42.8 52.4 24.5 40.6 31.7 29.4 42.2 37.7

tions, tangential distortions, etc. This can cause the model
to perform poorly due to changes in the camera parame-
ters. Hence, to tackle any such camera distortions, we for-
mulate the problem as an online adaptation problem and
show that the proposed approach succeeds in generalizing
to such cases. Here, we have access to only the source
model, trained on the KITTI [16] dataset with 7,481 train-
ing images with bounding boxes for the car category. To
emulate cross-camera scenario, we consider online adapta-
tion on the Citsycapes [11] validation set containing 500 im-
ages. We report the results of the cross-camera adaptation
experiment in Table 2. Similar to Sim→Cityscapes adapta-
tion even for Kitti→Cityscapes adaptation, we show similar
performance improvements compared to UDA, SFDA and
O-SFDA methods. Specifically, in the O-SFDA setting, the
proposed method outperforms Tent [66] by 5.6 mAP. Thus,
our proposed method is able to model the cross-camera do-
main shifts effectively.

4.1.4 Real to artistic adaptation

Here, we evaluate the proposed method for the case where
there is a concept shift in during inference. By concept shift,
we refer to the case where there is a complete change in the
object, e.g., going from real-world to artistic images. Un-
like previous scenarios where the objects go through stylis-
tic/appearance changes, the entire concept of an object is
different, e.g., a real-world car vs a cartoon car [28]. We
show that even in this challenging scenario, the proposed
approach is able to improve model generalization through
online updates. We consider a model trained on the Pascal-
VOC data [14] which adapts to test set of Watercolor [28].
Specifically, the Watercolor consists of 1K training and 1K
testing images with six categories.We compare PASCAL-
VOC→Watercolor results with the existing methods in Ta-
ble 3. From Table 3, we can infer that the proposed method
outperforms most of the existing UDA methods and SFDA
methods in offline settings. Further, in the online setting,
when compared to TENT[65] the proposed method is able
to outperform by a significant margin. This demonstrates
the capability of the proposed method to generalize even
for both online and offline settings.

4.2. Ablation analysis
Quantitative analysis. The Cityscapes→FoggyCityscapes
ablation experiment results are reported in Table 4 for the
offline-SFDA setting. We first consider a student-teacher
offline update baseline which, compared to the source-only
baseline, provides significant improvements. To have a
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Figure 4. t-SNE [60] visualization of RoI features for source-only, student-teacher and our methods for Cityscapes to FoggyCityScapes
online setting. Different colors represent different classes. Compared to the source-only and student-teacher method, our proposed method
has learned better classification boundaries and compact feature representation for each category.

(a) Foggy-Cityscapes (b) Cityscapes (c) Watercolor
Figure 5. Quantitative comparison is performed to analyze the ef-
fect of the order of input sequence during online adaptation. We
can observe from the variance that the input sequence order does
not affect the model performance much. Note that, in online adap-
tation, the test samples are seen only once and adaptation happens
in an unsupervised manner.

fair comparison, we also consider utilizing supervised con-
trastive loss [31] for offline updates. In particular, we utilize
predictions provided by student-teacher training as label in-
formation needed for applying the supervised contrastive
loss over object proposals. Denoted as SupCon in Table 4,
the addition of supervised contrastive learning further im-
proves the performance by 1.3 mAP. However, the proposed
memory-based contrastive learning outperforms the super-
vised contrastive learning by 1.4 mAP, indicating the util-
ity of the proposed method to learn better target representa-
tions. Finally, we analyze the performance of the proposed
method by varying global memory bank capacity from 256
to 1024 memory items. As shown in Table 4, memory-
based contrastive loss with 1024 memory items performs
the best when compared to 256 and 512 memory items. Fur-
ther, note that our model takes around 1 second to perform
online adaptation for one sample.
Qualitative analysis. Fig. 4 shows t-SNE visualization
for source-only, student-teacher training and the proposed
method for the Cityscapes→FoggyCityscapes online-SFDA
setting. The t-SNE [60] visualizations are created from the
RoI features extracted from the predictions for 500 test im-
ages. Due to the distribution shift, the features are dispersed
for the source-only baseline and classification boundaries
are weak. With the help of student-teacher training, the
model learns better classification boundaries, resulting in

better quantitative performance. However, the features in
the student-teacher training have a large variance and do
not have compact features. Whereas the proposed method
has even better classification boundaries and learns compact
features for each category, resulting in a more robust model.
Further qualitative comparison is performed to analyze the
effect of the order of input sequence during online adapta-
tion is shown in Fig. 5. Multiple experiments with changing
the order of input sequence are conducted and correspond-
ing performance mean and variance is plotted in Fig. 5.
We can observe from the variance that the order of input
sequence does not much affect the model’s performance.
Further, we can observe the model performance increase as
it encounters more test samples during online adaptation,
showing the MemXformer effectiveness in exploiting on-
line target distribution. Note that, in online adaptation, the
test samples are seen only once and adaptation happens in
an unsupervised manner.

5. Conclusion
In this work, we introduced a practical domain adap-

tation setting for the object detection task, which is fea-
sible for real-world settings. Particularly, we proposed a
novel unified adaptation framework which makes the detec-
tor models robust against online target distribution shifts.
Further, We introduce the MemXformer module, which
stores prototypical patterns of the target distribution and
provides contrastive pairs to boost the contrastive learning
on the target domain. We conducted extensive experiments
on multiple detection benchmark datasets and compared ex-
isting unsupervised domain adaptation, source-free domain
adaptation and test-time adaptation methods to show the ef-
fectiveness of the proposed approach for both online and
offline adaptation of object detection models. We also an-
alyzed multiple aspects of the proposed method in ablation
experiments and identified increasing the online adaptation
speed further is a potential directions for future research.



References
[1] Shai Ben-David, John Blitzer, Koby Crammer, Alex

Kulesza, Fernando Pereira, and Jennifer Wortman Vaughan.
A theory of learning from different domains. Machine learn-
ing, 79(1):151–175, 2010.

[2] Qi Cai, Yingwei Pan, Chong-Wah Ngo, Xinmei Tian, Lingyu
Duan, and Ting Yao. Exploring object relation in mean
teacher for cross-domain detection. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 11457–11466, 2019.

[3] Chaoqi Chen, Zebiao Zheng, Xinghao Ding, Yue Huang, and
Qi Dou. Harmonizing transferability and discriminability for
adapting object detectors. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition,
pages 8869–8878, 2020.

[4] Chaoqi Chen, Zebiao Zheng, Yue Huang, Xinghao Ding,
and Yizhou Yu. I3net: Implicit instance-invariant network
for adapting one-stage object detectors. In Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pages 12576–12585, 2021.

[5] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Ge-
offrey Hinton. A simple framework for contrastive learning
of visual representations. In International conference on ma-
chine learning, pages 1597–1607. PMLR, 2020.

[6] Ting Chen, Simon Kornblith, Kevin Swersky, Mohammad
Norouzi, and Geoffrey Hinton. Big self-supervised mod-
els are strong semi-supervised learners. arXiv preprint
arXiv:2006.10029, 2020.

[7] Yuhua Chen, Wen Li, Christos Sakaridis, Dengxin Dai, and
Luc Van Gool. Domain adaptive faster r-cnn for object detec-
tion in the wild. 2018 IEEE Conference on Computer Vision
and Pattern Recognition, pages 3339–3348, 2018.

[8] Yuhua Chen, Wen Li, Christos Sakaridis, Dengxin Dai, and
Luc Van Gool. Domain adaptive faster r-cnn for object de-
tection in the wild. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pages 3339–3348,
2018.

[9] Yi-Hsin Chen, Wei-Yu Chen, Yu-Ting Chen, Bo-Cheng Tsai,
Yu-Chiang Frank Wang, and Min Sun. No more discrimina-
tion: Cross city adaptation of road scene segmenters. In Pro-
ceedings of the IEEE International Conference on Computer
Vision, pages 1992–2001, 2017.

[10] Sumit Chopra, Raia Hadsell, and Yann LeCun. Learning
a similarity metric discriminatively, with application to face
verification. In 2005 IEEE Computer Society Conference on
Computer Vision and Pattern Recognition (CVPR’05), vol-
ume 1, pages 539–546. IEEE, 2005.

[11] Marius Cordts, Mohamed Omran, Sebastian Ramos, Timo
Rehfeld, Markus Enzweiler, Rodrigo Benenson, Uwe
Franke, Stefan Roth, and Bernt Schiele. The cityscapes
dataset for semantic urban scene understanding. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 3213–3223, 2016.

[12] Jinhong Deng, Wen Li, Yuhua Chen, and Lixin Duan. Un-
biased mean teacher for cross-domain object detection. In
Proceedings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition, pages 4091–4101, 2021.

[13] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, et al. An image is worth 16x16 words: Trans-
formers for image recognition at scale. arXiv preprint
arXiv:2010.11929, 2020.

[14] Mark Everingham, Luc Van Gool, Christopher KI Williams,
John Winn, and Andrew Zisserman. The pascal visual object
classes (voc) challenge. International journal of computer
vision, 88(2):303–338, 2010.

[15] Yaroslav Ganin, Evgeniya Ustinova, Hana Ajakan, Pas-
cal Germain, Hugo Larochelle, François Laviolette, Mario
Marchand, and Victor Lempitsky. Domain-adversarial train-
ing of neural networks. The Journal of Machine Learning
Research, 17(1):2096–2030, 2016.

[16] Andreas Geiger, Philip Lenz, Christoph Stiller, and Raquel
Urtasun. Vision meets robotics: The kitti dataset. The Inter-
national Journal of Robotics Research, 32(11):1231–1237,
2013.

[17] Robert Geirhos, Carlos R Medina Temme, Jonas Rauber,
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