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Abstract

Gait recognition, which identifies individuals based on
their walking patterns, is an important biometric technique
since it can be observed from a distance and does not re-
quire the subject’s cooperation. Recognizing a person’s gait
is difficult because of the appearance variants in human sil-
houette sequences produced by varying viewing angles, car-
rying objects, and clothing. Recent research has produced
a number of ways for coping with these variants. In this
paper, we present the usage of inferring 3-D body shapes
distilled from limited images, which are, in principle, in-
variant to the specified variants. Inference of 3-D shape
is a difficult task, especially when only silhouettes are pro-
vided in a dataset. We provide a method for learning 3-D
body inference from silhouettes by transferring knowledge
from 3-D shape prior from RGB photos. We use our method
on multiple existing state-of-the-art gait baselines and ob-
tain consistent improvements for gait identification on two
public datasets, CASIA-B and OUMVLP, on several vari-
ants and settings, including a new setting of novel views not
seen during training.

1. Introduction
Many biometrics, such as face ID [8, 34], have been de-

veloped for automated human identification. One such bio-
metric is gait, which has the advantage of being able to be
acquired from long distance and without the subjects’ co-
operation. Gait recognition [12, 36, 40, 42] aims to find the
uniqueness for a sequence of walking patterns and posture
of a person in the binarized silhouette sequence describing
human boundaries. However, appearance variances in 2-D
images, like camera positions, carried-on objects, and cloth-
ing, introduce additional disparity in the human shape and
make the task of recognition challenging. Fig. 1 (a) shows
these variations in extracted silhouette for a person under
three different appearance variances.

To address the issue of appearance variances, researchers
have developed part-based deep-learning models that focus
on local patterns. For example, GaitPart [10] splits the im-
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Figure 1. (a) 2-D silhouette sequences suffer from different ap-
pearance variances, such as clothing, carried-on bags and camera
viewpoints. (b) However, 3-D skinned human body shape is robust
and shows consistent output for the same person.

age into several patches to encode the part-based features
for gait recognition, whereas GaitGL [23] utilizes local fea-
tures along with the global ones for the analysis. By limiting
the variances to a small portion of the feature, these strate-
gies aim to reduce the influence of the variances. However,
features encoded by these approaches are still impacted.

In this paper, we propose inferring 3-D human body
shape representations directly from silhouette sequences by
using knowledge distillation to learn from a small number
of RGB samples. We observe that the 3-D body shape of the
human, as illustrated in Fig. 1 (b) for example, is, in prin-
ciple, invariant to viewpoint, carrying objects, and clothing,
and might therefore be useful for human identification un-
der such challenging scenarios. Nevertheless, inference of
the underlying 3-D shape is difficult in and of itself. Recent
work [31, 28, 45] has created numerous approaches to infer
3-D shape from RGB images, but no work directly infers the
body shape from a silhouette sequence. Many gait datasets
lack RGB photos due to confidentiality, making such infer-
ences more difficult.

To infer 3-D body shapes from the silhouette sequence,
we exploit a temporal shift between the features obtained
from adjacent frames in the silhouette sequence. Consider-
ing the consistency of the body shape of the same individ-
ual in a video sequence, we extract and reconstruct a single
body shape for a video sequence. We combine body shapes
acquired from our approach with 2-D gait features col-
lected from certain state-of-the-art gait recognition meth-
ods [6, 10, 23, 15] to build our module on each of them. To

ar
X

iv
:2

21
2.

09
04

2v
1 

 [
cs

.C
V

] 
 1

8 
D

ec
 2

02
2



supervise the generation of the body shape from the silhou-
ette sequence, we distill and transfer the knowledge from
a small set of RGB images, denoted as human body prior,
and propagate it to gait. We demonstrate that adding 3-D
body shape feature inferred from silhouette sequence sig-
nificantly improves gait recognition accuracy on two public
datasets (CASIA-B [43] and OUMVLP [37]), particularly
for novel viewpoints that were not observed during train-
ing with fewer available training instances, which is a new
setting in our experiment.

A recent paper, Gait3D [45], has also proposed using 3-
D body shape for gait recognition. However, our work dif-
fers in the following manner: instead of inferring 3-D body
shapes from all RGB frames, we infer 3-D shapes from sil-
houettes via distilling knowledge from a small set of im-
ages. Another is in our use of temporal information in 3-D
inference. Gait3D extracts framewise body shape, while we
extract video-level body shape using temporal consistency.

In summary, our contributions are summarized as fol-
lows: 1) We apply the 3-D human body inferred from gait
to eliminate the effects of different clothing, carried-on ob-
jects and viewpoints for gait recognition; 2) We distill the
knowledge of human body prior from limited single-frame
RGB images and transfer to the silhouette sequence for
body shape reconstruction directly from gait; and 3) We ex-
plore the setting for gait recognition on novel camera posi-
tions to assess the generalization of gait recognition models
with fewer available data.

2. Related Work
Gait Recognition. For a silhouette sequence describing

a person’s walking pose, gait recognition is to find the cor-
responding identity of the person in the gallery. Recently,
researchers have proposed different methods [38, 36, 6, 23,
15, 10, 45, 21, 9, 46, 20] for extracting the identity infor-
mation from the gait sequence for recognition. GaitSet [6]
treats the whole sequence as a set of different images for
set pooling and feature fusion. GaitPart [10] splits the gait
image into different parts and extracts the feature from each
local pattern for analysis. GLN [15] utilizes both silhouette-
level and set-level features and fuses them for different gait
analyses at different stages. GaitGL [23] introduces using
both local and global features: local features are computed
by splitting an image into several patches and encoding the
feature for each patch; global features are framewise en-
coded features and combine them together for gait recog-
nition. GaitNet [36] and GaitGraph [38] use the consis-
tency between RGB images and graph recognition network
for recognizing the identity of the human in the sequence.
These methods focus on extracting and distinguishing infor-
mation directly from the 2-D gait sequence. Other methods,
such as PoseGait [22] and ModelGait [20], require the RGB
images for all the training instances, which are sometime

difficult to get due to privacy issues.
Gait3D [45] uses the 3-D body shape extracted from

RGB images, which has extra input compared with other
methods. Since the gait sequences are binarized images,
when people have different clothing or carried-on objects
and are shot by the camera from different positions, predic-
tions from the features extracted are affected.

Knowledge Distillation. The task of knowledge distil-
lation is to transfer the knowledge from one model to an-
other. Knowledge transfer has been successfully applied in
tasks such as visual and speech recognition [11, 7] and be-
tween different modalities [39], etc. Researchers have pro-
posed several methods for knowledge distillation and trans-
fer [1, 13, 14, 17, 19, 27, 41, 44]. For these methods, their
inputs for different models are mostly from the same modal-
ities: both the source and target are data sequences or sin-
gle frames. Knowledge distillation and transfer from RGB
images to gait sequences require understanding both gait
sequences and single-frame images. To transfer the knowl-
edge from an image to a video, we need to distribute the
information to individual frames of the video.

3-D Body Shape Reconstruction. A model needs lots
of the knowledge [16, 18] to reconstruct the 3-D body
shapes. Methods for 3-D body shape reconstruction can be
divided into two mainstreams: parametric methods, such
as SMPLify-X [28] and SMPLify [3], and non-parametric
methods, such as PIFu [31] and PIFuHD [32].

For parametric methods, SMPLify [3] and SMPLify-
X [28] reconstruct the human body shape based on the
pre-defined parameterized skinned models, SMPL [25] and
SMPL-X [28]. As non-parametric methods, PIFu [31] and
PIFuHD [32] utilize the implicit function for representing
the shape and predict whether points in the space are in-
side or outside the object. These non-parametric methods
do not record locations of points on the object surface but
understand the whole body shape correspondingly. With the
introduction of NeRF [26], researchers also introduce Ani-
matable NeRF [29] and Neural Body [29] for reconstructing
the human body shape in the video sequence with SMPL
priors. Compared with these methods, due to the lack of
RGB images in gait datasets, we use the distilled body prior
from a small set of examples and extract body shapes from
the silhouette sequence instead of RGB images.

3. Method
Our network consists of two branches, one for gait fea-

ture extraction and the other for body shape feature extrac-
tion from RGB images, which is shown in Fig. 2. For gait
inputs, we have a silhouette feature encoder and a body
shape feature encoder to encode the gait and body shape
feature. To supervise the generation of body shapes, we si-
multaneously extract knowledge from selected RGB frames
using a human body reconstruction model. Then, we extract
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Figure 2. Our Proposed method for gait recognition with 3-D human body shape. During inference, only the features extracted from gait
branch are used. Features from RGB images (below the green line) are only used for training when corresponding images are available.

and transfer these inferred body shape information from
RGB frames to the gait branch’s body shape encoder.

In the remaining of this section, we will first introduce
our gait pipeline in Sec. 3.1 for how gait features and body
shape features are extracted for identification, and then dis-
cuss how body shape of selected RGB images are generated
and used as the supervision for the gait branch in Sec. 3.2.

3.1. Gait Feature Extraction

We propose two feature encoders to extract features from
gait images: a silhouette feature encoder to extract walking
patterns from the gait sequence and a body shape feature
encoder to extract the body shape.

Silhouette Feature Encoder. The silhouette feature en-
coder projects the individual frames {fi}i=1,...,m of a gait
sequence G to their feature representings {vg,i}i=1,...,m,
where m is the number of frames. To verify the generality
of using the body shape features to improve the gait recog-
nition network, we choose four state-of-the-art gait recog-
nition methods as the gait feature encoder for comparison:
GaitSet [6], GaitPart [10], GaitGL [23], and GLN [15].

Body Shape Feature Encoder. To extract the body
shape feature from the silhouette sequence, we input the gait
sequence G and project it to the feature space vbs represent-
ing the body shape of the person in the video. Extracting
the body shape from a single gait sequence is difficult since
the single binary silhouette only provides the boundary of a
human body and lacks essential information. Thus we need
the neighbor frames to help complete the missing informa-
tion for extracting the whole human body shape. We show
our proposed body shape feature encoder in Fig. 3. The
encoder consists of n blocks, where every block includes

a convolution and a temporal shifting (TS) operation. The
convolution operator takes the frame-wise feature from the
raw gait sequence or the previous layer as input, and oper-
ators in the same block share weight. After the convolution
operation in each block, we follow [24] to exchange 12.5%
of the features of part of the channels between the previous
and future segments of video for temporal shifting.

We preserve the first frame of the sequence’s content,
which should be exchanged with the previous frame since
there is no frame before it. We also keep the feature from
the future segments for the last frame. After the last layer
of feature shifting, we do a temporal average pooling on
the extracted feature sequences to generate the final body
shape feature vbs. With the features from two encoders,
we concatenate the body shape feature vbs to each of the
gait features {vg,i}i=1,...,m. We maxpool the features along
the temporal and horizontal dimension following the imple-
mentation of [6, 10, 23, 15] and apply two fully-connected
layers, whose dimensionalities match with the backbone
network we used as the silhouette feature encoder, to gener-
ate feature vp, representing the person’s identity. We calcu-
late the similarity between vp and the groundtruth vgt and
calculate the identity loss LID following [6, 10, 15, 23].

3.2. Human Body Prior Distillation and Transfer

The purpose of inferring 3-D human body shapes is to
separate movement patterns from variations in the appear-
ance of 2-D silhouettes. Due to the absence of ways to di-
rectly reconstruct the 3-D human body from the gait, we
first extract the shape priors from a small set of RGB frames
in the gait sequence, then distill and transfer this informa-
tion to the body shape feature encoder in the gait branch if
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Figure 3. Our proposed body shape encoder for silhouette sequence input. n represents the repeated time for the operations in the block.

corresponding RGB images are available.
Body Prior Inference. To infer 3-D body prior from

the RGB images, we follow [28] for using SMPL-X recon-
structed from SMPLify-X as body shapes. Compared with
other 3-D body reconstruction models such as PIFu [31]
and PIFuHD [32], SMPLify-X models human bodies with a
strong human prior for the skinned body and outputs consis-
tent results for the same person with different appearances,
such as clothing, helping gait encoders to distinguish body
shape from appearance variances in 2-D silhouettes. In ad-
dition, as a parametric method, SMPLify-X provides us the
body shape feature decoupled from its pose and its strong
prior can help us generate the complete shape even with
some mild occlusions.

Considering the time consumption for inferring body
prior with SMPLify-X [28], it is not feasible to extract the
body prior for all frames in the video or image sequence.
Since the identity of the person within the same video is
consistent, the inferred 3-D body prior without the pose
should be identical across all frames in which the person
is discernible. Consequently, we infer the prior form based
on one of the frames taken from the RGB sequence or video
in conjunction with the gait sequence G.

To select this frame, we first extract the skeletons
{si}i=1,...,m of the whole sequence using OpenPose [4],
followed by finding the longest sequence in the segments
of {si} with skeletons detectable and use the middle frame
of this segment, which we annotate as sr, to represent the
body prior of the whole video. In this way, we can guaran-
tee the quality of image sr used to infer the 3-D body prior
since the longest segments with skeletons detectable can en-
sure stable and consistent performance for pose detection
and estimation, making it easier for body prior extraction.

We then reconstruct the whole human body prior for sr
by generating the shape feature beta and 3-D pose θ fol-
lowing [28]. β is a 1-D vector with a size of 10 describing
the appearance of the reconstructed body prior, and θ only
includes 3-D joint positions. By combining the β and θ, we

can reconstruct a full 3-D body model for a specific pose.
In our experiments, we only use the β as the body prior fea-
ture vbr to guide the body shape based on silhouette vbs. No
skeleton information is used for gait recognition to avoid the
different accuracies of the prediction of skeleton.

Knowledge Distillation and Transfer. With the body
prior features vbr from the selected RGB frame and vbs
from the silhouette sequence, we utilize vbr to guide the
training of feature vbs from the body shape feature encoder
in the gait branch. We use CRD (Contrastive Representa-
tion Distillation) [39] for distilling knowledge between fea-
tures from vbr and vbs following

LKD =Eq(vbr,vbs|C=1)[log h(vbr, vbs)]

+ Eq(vbr,vbs|C=0)[log(1− h(vbr, vbs))]

h(s, t) =
exp(f1(vbs)

T · f2(vbr))
exp(f1(vbs)T · f2(vbr)) + N

M

(1)

where f1 and f2 are two linear projection layer with L2

norm for projecting vbr and vbs. N is the batch size and
M is the cardinality of the dataset. C is 1 while vbr and
vbs are from the same identity and 0 if not. We will com-
pare CRD with some other knowledge distillation methods
in ablation studies. During training, we have two differ-
ent loss functions, LID for gait recognition loss and LKD

for knowledge distillation between the features of inferred
3-D body prior from the selected RGB frame and the gait
sequence, vbr and vbs. We use a hyperparameter λ for bal-
ancing two losses. The final objective is shown as

L = λ1LID + λ2LKD (2)

We set λ1 to 1 empirically. Following ablations in the sup-
plementary material, we set λ2 to 1 for knowledge transfer
for the examples with RGB images and 0 for others.

4. Experiments
In this section, we show the details of our implementa-

tion for the experiment and the results.We first discuss our



setups for the experiments in Sec. 4.1, followed by our anal-
ysis based on the experiment results in Sec. 4.2.

4.1. Experimental Setup

For experimental setup, we discuss datasets with the
baseline methods and criteria. We also introduce the new
setting of gait recognition where camera positions for train-
ing and test are mutually exclusive.

Datasets. We conduct our experiments on two public
datasets, CASIA-B [43] and OU-MVLP [37].

CASIA-B [43] is a gait recognition dataset with 124 ob-
jects with 10 different walking variants for each subject,
where 6 are for normal walking (NM), 2 for walking while
carrying bags (BG) and 2 for different clothing (CL). Each
variant is recorded from 11 different camera viewpoints be-
tween 0° and 180° with 18 as the gap, making 110 videos
for each subject. We follow [6, 10, 15, 23] to use silhou-
ette sequences of the first 74 subjects for training. During
inference, we use the first four walking variances in nor-
mal walking conditions (NM) as the gallery set, which is
the identity library for the test set. The remaining 2 vari-
ants in NM, along with the sequences in BG and CL for the
remaining 50 subjects, are used as probes for evaluation to
find the correct identity in the gallery set.

In addition to using all the camera positions for super-
vised gait recognition, we introduce a new zero-shot setting
where camera viewpoints used for training and testing are
mutually exclusive. For all the camera viewpoints in the
dataset, we only sample partial angles between 0° and 90°
for training and use the viewpoints between 108° and 180°
for inference to assess the model’s performance when en-
countering novel viewpoints. We will further discuss about
this dataset in the supplementary material.

OUMVLP [37] is a large gait recognition dataset with
10,307 subjects. Each subject has 2 different sequences for
normal walking (NM) recorded from 14 different camera
positions, resulting in 28 gait sequences for each subject.
The camera viewpoints are evenly distributed from 0° to
90° and 180° and 270°, with a 15-degree gap. Following
[6, 10, 15, 23], we use the 5,153 subjects with an odd index
between the 1-st and 10,305-th as training examples and the
remaining 5,154 for inference, where the first sequence for
each subject is the gallery set and the second as the probe.

Implementation Details. To extract the silhouette fea-
tures, we follow the original settings of baseline methods
[6, 10, 23, 15] for setting the hyperparameters for the model.
For GaitPart [10], GaitSet [6] and GaitGL [23], we resize
input gait sequence g to the size of 64 × 44. We use Adam
optimizer with 1e-4 as the learning rate and 0.9 as the mo-
mentum. We set the margin in separate triplet loss as 0.2.
Batch size is set to (8, 16) for CASIA-B, and (32, 16) for
OUMVLP. We set the maximum iteration and weight decay
following [6, 10, 23, 15]. For GLN [15], the initial gait se-

quence is sampled to 128×88. We use SGD with 0.1 as the
initial learning rate and reduce it to 1

10 three times during
training. The learning rate is reduced every 10,000 steps for
CASIA-B and every 50,000 steps for OUMVLP.

For the body shape encoder at the gait branch, we ap-
ply the temporal shifting modules to MobileNet-v2 [33] and
set n to 6 following [24] with the same learning rates and
hyperparameters as the silhouette feature extraction model.
We use CRD as our knowledge distillation method, where
the ablation studies for other methods can be found in the
ablation studies in the supplementary material.

To fuse the inferred body shape feature with the gait fea-
tures from the silhouette feature encoder, we append the fea-
tures before the last fully-connected layers for each back-
bone, since the features before the temporal or set pooling
are the high-level feature representing the frame-level iden-
tity, and the inferred 3-D body shape representation can give
additional guidance for identity encoding. For GaitPart, we
append the 3-D body shape feature to all the part features
to help each feature for a specific part understand the global
body shape along with its local patterns. The input of fully-
connected layers is set to the original size of the identity
feature plus 10 (size of vbs) for each model [6, 10, 23, 15]
after feature concatenation.

RGB Data for Knowledge Distillation. For 3-D hu-
man body prior extraction, we use the latent feature β in
SMPL-X [25] model and normalize features in training set
to (0, 0.1) gaussian distribution. To supervise the genera-
tion of body shape feature in the gait branch, we select 20%
of sequences in the CASIA-B sequence for the data distil-
lation and transfer. Since OUMVLP does not provide the
RGB video sequences, we apply the body shape feature en-
coder for the gait branch pretrained on the CASIA-B subset
and keep it frozen during training for feature extraction for
all the examples in the OUMVLP dataset.

Details for Identity Loss LID. For the selection of iden-
tity loss function LID, we follow the implementation of
each baseline method [6, 10, 15, 23]. For GaitSet-HBS,
GaitPart-HBS and GLN-HBS, We use the triplet loss with
its margin set to 0.2 as LID. For GaitGL-HBS, in addition
to the triplet loss with the same margin, we use a cross-
entropy loss for predicting the identity, which is represented
as a one-hot vectors; weights for both losses are set to 1.

Baseline Methods. Since our method is an additional
to the existing gait recognition methods, we compare with
four state-of-the-art deep-learning gait recognition meth-
ods: GaitSet [6], GaitPart [10], GaitGL [23] and GLN [15].
We compare the baseline methods with and without in-
ferred 3-D human body shape on both datasets. For ab-
lation studies, we conduct our experiments on GaitGL [23]
and GLN [15], since these are the two state-of-the-art meth-
ods for gait recognition. We exclude GaitView [5] and
Gait3D [45] as they have extra supervision or additional in-



Probe Method Camera Positions Mean
0° 18° 36° 54° 72° 90° 108° 126° 144° 162° 180°

NM #5-6

GaitSet [6] 91.1 98.0 99.6 97.8 95.4 93.8 95.7 97.5 98.1 97.0 88.2 95.6
GaitPart [10] 94.0 98.7 99.3 98.8 94.8 92.6 96.4 98.3 99.0 97.4 91.2 96.4
GLN [15] 93.8 98.5 99.2 98.0 95.2 92.9 95.4 98.5 99.0 99.2 91.9 96.5
GaitGL [23] 95.3 97.9 99.0 97.8 96.1 95.3 97.2 98.9 99.4 98.8 94.5 97.3

GaitSet-HBS 92.2 98.7 99.2 97.9 95.1 93.4 95.7 98.4 98.2 97.9 89.0 96.0
GaitPart-HBS 93.2 98.9 99.4 98.9 95.1 91.9 96.5 98.8 99.5 98.4 91.7 96.6
GLN-HBS 93.8 98.1 99.1 98.2 95.2 94.2 95.4 98.4 99.2 99.4 93.2 96.8
GaitGL-HBS 96.0 98.3 99.2 97.8 96.4 95.9 97.4 98.7 99.2 98.7 94.5 97.5

BG #1-2

GaitSet [6] 87.0 93.8 94.6 92.9 88.2 83.0 86.6 92.6 95.7 92.9 83.4 90.1
GaitPart [10] 89.5 94.5 95.3 93.5 88.5 83.9 89.0 93.6 96.0 94.1 85.3 91.2
GLN [15] 92.2 95.6 96.7 94.3 91.8 87.8 91.4 95.1 96.3 95.7 87.2 93.1
GaitGL [23] 93.0 95.7 97.0 95.9 93.3 90.0 91.9 96.8 97.5 96.9 90.7 94.4

GaitSet-HBS 89.7 93.8 95.9 93.3 87.1 83.1 87.4 91.9 94.1 93.7 85.1 90.5
GaitPart-HBS 90.1 93.6 95.7 94.4 89.9 85.8 89.9 94.0 96.0 92.7 86.4 91.7
GLN-HBS 91.7 96.6 96.6 95.2 90.9 88.1 91.5 95.4 96.6 96.8 89.8 93.6
GaitGL-HBS 93.0 96.0 97.3 95.9 93.7 89.5 92.9 97.0 98.3 97.4 92.2 94.8

CL #1-2

GaitSet [6] 71.0 82.6 84.0 80.0 71.7 69.1 72.1 76.7 78.5 77.2 63.4 75.1
GaitPart [10] 72.5 82.8 86.0 82.2 79.5 71.0 77.7 80.8 82.9 81.4 67.7 78.6
GLN [15] 78.5 90.4 90.3 85.1 80.2 75.8 78.1 81.8 80.9 83.2 72.6 81.5
GaitGL [23] 71.7 90.5 92.4 89.4 84.9 78.1 83.1 87.5 89.1 83.9 67.4 83.5

GaitSet-HBS 72.9 84.1 83.7 79.6 73.0 70.5 73.1 76.6 79.8 78.3 64.6 76.0
GaitPart-HBS 75.9 84.8 86.5 84.6 77.4 74.4 78.6 82.4 83.5 80.5 67.6 79.7
GLN-HBS 77.7 89.4 91.9 87.0 84.1 78.1 81.6 83.8 85.2 83.8 72.6 83.2
GaitGL-HBS 75.8 90.5 92.3 90.0 84.0 77.9 83.3 87.3 89.3 85.1 69.8 84.1

Table 1. Gait recognition results on CASIA-B dataset, excluding identical-view cases.

Probe Stats HBS Method Avg.

GaitSet [6] GaitPart [10] GLN [15] GaitGL [23] Change

NM #5-6

Mean (↑)
✗ 95.6 96.4 96.5 97.3
✓ 96.0 96.6 96.8 97.5 +0.3
∆ +0.3 +0.2 +0.3 +0.2

STD. (↓)
✗ 3.4 2.8 2.8 1.7
✓ 3.2 3.0 2.4 1.6 -0.1
∆ -0.2 +0.2 -0.4 -0.1

BG #1-2

Mean (↑)
✗ 90.1 91.2 93.1 94.4
✓ 90.5 91.7 93.6 94.8 +0.4
∆ +0.4 +0.5 +0.5 +0.4

STD. (↓)
✗ 4.6 4.2 3.3 2.7
✓ 4.2 3.5 3.2 2.7 -0.3
∆ -0.4 -0.7 -0.1 0.0

CL #1-2

Mean (↑)
✗ 75.1 78.6 81.5 83.5
✓ 76.0 79.7 83.2 84.1 +1.1
∆ +0.9 +1.1 +1.7 +0.6

STD. (↓)
✗ 6.2 5.8 5.5 8.0
✓ 5.9 5.6 5.5 7.0 -0.4
∆ -0.3 -0.2 0.0 -1.0

Table 2. Statistics analysis for supervised results on CASIA-B dataset, excluding identical-view cases. (↑) indicates that larger values show
better performance, while (↓) indicates that lower values are better. ∆ indicates the change between the method with and without HBS.

put modality (framewise skeletons and body meshes) from
RGB images. We also exclude earlier methods, such as
[40, 35, 36], which not show state-of-the-art performance.

Inference and Metrics. We assess L2 similarity be-
tween features extracted from examples from gallery and
probe sets, excluding the identical-view cases. We calcu-
late the top-1 accuracies for finding the response with the

smallest L2 distance among the examples in the gallery to
each example in the probe set.

4.2. Results and Analysis

In this subsection, we present the results and analysis
on CASIA-B [43] and OUMVLP [37]. We further conduct
ablations on CASIA-B for the selection of 3-D body shape



Probe Method Training Viewpionts Test Viewpionts Mean Avg.

0° 18° 36° 54° 72° 90° 108° 126° 144° 162° 180° Diff.

NM #5-6

GLN (All Camera Positions) 95.4 98.5 99.0 99.2 91.9 96.8
+0.3GLN-HBS (All Camera Positions) 95.4 98.4 99.2 99.4 93.1 97.1

GLN ✓ ✓ ✓ ✓ ✓ ✓ 82.3 91.8 95.8 89.3 78.0 87.4
GLN ✓ ✓ ✓ 79.7 88.2 94.7 87.5 78.0 85.7
GLN ✓ ✓ 74.0 89.3 93.5 83.8 76.3 83.3

+1.3
GLN-HBS ✓ ✓ ✓ ✓ ✓ ✓ 85.5 93.5 97.3 89.0 82.3 89.5
GLN-HBS ✓ ✓ ✓ 82.0 88.5 93.5 91.8 77.5 86.7
GLN-HBS ✓ ✓ 77.2 89.5 94.5 83.2 76.5 84.2

GaitGL (All Camera Positions) 97.2 98.9 99.4 98.8 94.5 97.8
-0.1GaitGL-HBS (All Camera Positions) 97.4 98.7 99.2 98.7 94.5 97.7

GaitGL ✓ ✓ ✓ ✓ ✓ ✓ 84.5 93.3 95.8 92.3 75.0 88.2
GaitGL ✓ ✓ ✓ 81.5 90.0 92.8 89.5 69.5 84.7
GaitGL ✓ ✓ 76.3 91.0 91.3 86.2 69.7 82.9

+1.4
GaitGL-HBS ✓ ✓ ✓ ✓ ✓ ✓ 88.0 93.8 95.5 92.5 78.8 89.7
GaitGL-HBS ✓ ✓ ✓ 82.8 90.5 93.0 89.7 71.7 85.6
GaitGL-HBS ✓ ✓ 79.0 92.0 91.7 88.5 71.5 84.6

BG #1-2

GLN (All Camera Positions) 91.4 95.1 96.3 95.7 87.2 93.1
+0.9GLN-HBS (All Camera Positions) 91.5 95.4 96.6 96.8 89.8 94.0

GLN ✓ ✓ ✓ ✓ ✓ ✓ 72.0 83.0 87.3 80.1 75.0 79.5
GLN ✓ ✓ ✓ 70.7 79.2 88.5 80.0 73.5 78.4
GLN ✓ ✓ 65.0 81.5 86.5 79.6 65.5 75.6

+1.3
GLN-HBS ✓ ✓ ✓ ✓ ✓ ✓ 74.5 85.0 88.8 82.1 74.0 80.9
GLN-HBS ✓ ✓ ✓ 73.2 82.0 88.3 86.4 72.7 80.5
GLN-HBS ✓ ✓ 69.5 81.5 86.5 77.3 65.2 76.0

GaitGL (All Camera Positions) 91.9 96.8 97.5 96.9 90.7 94.8
+0.8GaitGL-HBS (All Camera Positions) 92.9 97.0 98.3 97.4 92.2 95.6

GaitGL ✓ ✓ ✓ ✓ ✓ ✓ 74.3 83.8 90.0 88.1 69.3 81.1
GaitGL ✓ ✓ ✓ 72.2 81.0 85.7 84.1 61.5 76.9
GaitGL ✓ ✓ 64.7 82.7 86.5 78.5 66.8 75.9

+1.6
GaitGL-HBS ✓ ✓ ✓ ✓ ✓ ✓ 75.5 87.8 91.8 87.4 70.5 82.6
GaitGL-HBS ✓ ✓ ✓ 70.2 81.2 89.3 84.6 66.3 78.3
GaitGL-HBS ✓ ✓ 70.8 83.2 87.2 80.8 67.0 77.8

CL #1-2

GLN (All Camera Positions) 78.1 81.8 80.9 83.2 72.6 79.3
+2.1GLN-HBS (All Camera Positions) 81.6 83.8 85.2 83.8 72.6 81.4

GLN ✓ ✓ ✓ ✓ ✓ ✓ 57.3 60.0 67.0 56.0 46.3 57.3
GLN ✓ ✓ ✓ 50.0 62.5 67.5 58.5 44.8 56.5
GLN ✓ ✓ 45.0 54.7 59.3 52.0 44.5 51.1

+2.3
GLN-HBS ✓ ✓ ✓ ✓ ✓ ✓ 57.8 62.5 68.3 61.5 46.8 59.4
GLN-HBS ✓ ✓ ✓ 54.8 62.5 66.5 62.7 44.3 58.2
GLN-HBS ✓ ✓ 47.5 58.0 64.0 55.3 45.5 54.1

GaitGL (All Camera Positions) 83.1 87.5 89.1 83.9 67.4 82.2
+0.8GaitGL-HBS (All Camera Positions) 83.3 87.3 89.3 85.1 69.8 83.0

GaitGL ✓ ✓ ✓ ✓ ✓ ✓ 58.8 68.5 73.3 66.8 44.0 62.3
GaitGL ✓ ✓ ✓ 53.2 63.7 71.2 63.5 41.0 58.5
GaitGL ✓ ✓ 48.5 62.0 64.2 51.5 43.3 53.9

+1.8
GaitGL-HBS ✓ ✓ ✓ ✓ ✓ ✓ 61.5 70.8 76.0 72.3 47.3 65.6
GaitGL-HBS ✓ ✓ ✓ 59.8 63.5 71.8 60.5 44.0 59.9
GaitGL-HBS ✓ ✓ 49.0 62.3 69.8 51.0 41.3 54.7

Table 3. Gait recognition results for novel camera viewpoints on CASIA-B dataset. Viewpoints used for the training and inference stages
are mutually exclusive. Supervised results, where all viewpoints are available for training, are shown at the top of each set.

features along with knowledge distillation and transfer.

Results on CASIA-B. We show the results for CASIA-
B in Table 1. Methods ending with ‘HBS’, which is the ab-
briviation of Human Body Shape, are the ones with inferred
3-D human body features compared with baseline methods.
In addition, we summarize the statistics for the performance
on CASIA-B in Table 2, where we compare the models with
and without features for the inferred human body. Mean and
STD values in Table 2 refer to the average and standard de-

viation values of performance for different viewpoints for
the same model. We have the following observations:

1. Better performance. Table 2 shows that the mod-
els with inferred human body shapes outperform the
original ones on all four baselines for all three splits.
For most of the viewpoints shown, the best perfor-
mances among all models also appear in the model
with the inferred 3-D body shape. With the knowledge
of the boundary of the skinned human body model, gait



Method Camera Positions Mean
0° 15° 30° 45° 60° 75° 90° 180° 195° 210° 225° 240° 255° 270°

GEINet [35] 23.2 38.1 48.0 51.8 47.5 48.1 43.8 27.3 37.9 46.8 49.9 45.9 45.7 41.0 42.5
GaitSet [6] 79.2 87.7 89.9 90.1 87.9 88.6 87.7 81.7 86.4 89.0 89.2 87.2 87.7 86.2 87.0
GaitPart [10] 82.8 89.2 90.9 91.0 89.7 89.9 89.3 85.1 87.7 90.0 90.1 89.0 89.0 88.1 88.7
GaitGL [23] 84.2 89.8 91.3 91.7 90.8 91.0 90.4 88.1 88.2 90.5 90.5 89.5 89.7 88.8 89.6

GaitSet-HBS 79.0 87.9 90.4 90.6 88.4 89.2 88.4 82.3 87.1 89.6 89.6 87.7 88.4 86.9 87.5
GaitPart-HBS 82.4 89.1 91.1 91.3 89.8 90.2 89.7 84.8 88.0 90.3 90.3 89.2 89.4 88.4 88.9
GaitGL-HBS 84.7 90.2 91.4 91.7 90.9 91.0 90.5 88.4 88.7 90.5 90.5 89.6 89.6 88.9 89.8

Table 4. Gait recognition results on OUMVLP dataset, excluding identical-view cases.

recognition models are capable of focusing on the mo-
tions instead of the appearances in 2-D silhouettes.

2. Stability at different viewpoints. In addition to the
average performance for all camera viewpoints, we ob-
serve the standard deviations for the accuracies at dif-
ferent viewpoints reduce after using inferred human
body shapes. Even for those models with no improve-
ment on the mean value, e.g., GaitPart-HBS compared
with GaitPart on the NM split, the standard deviation
still reduces. With the inferred 3-D body shape, con-
sistent for all camera positions, models can show ad-
ditional robustness to the camera viewpoints and have
more stable performances.

3. Different appearance variances. BG and CL sets
have higher average accuracy than NM, whose gait
appearances are similar. In BG and CL sets, the sil-
houette sequence individual is carrying different bags
or wearing different outfits, affecting the binarized sil-
houette. Focusing on appearance differences hurts the
gait recognition model. Since inferred 3-D human
body shapes are skinned models, they are stable and
resilient to these fluctuations. Gait recognition mod-
els may detect the consistent body shapes and reduce
non-human body content, exhibiting benefits.

Zero-shot Results for Novel Viewpoints. In addition to
the results on existing viewpoints, we assess the model on
the novel viewpoints on CASIA-B dataset in Table 3 with
GaitGL and GLN, the two of the best performing baselines.
Instead of using silhouette sequence from all the viewpoints
for both training and inference, we only use part of the view-
points for training, and viewpoints used for training and in-
ference are mutually exclusive. We notice that when gait
recognition models encounter novel viewpoints not seen be-
fore, using the inferred human body shape gives a consis-
tent improvement compared with the baseline methods. Al-
though these novel camera positions are unavailable during
training, the consistency of the 3-D human body shape helps
gait recognition models extract motion information from a
new camera position for identification.

We further reduce the number of available viewpoints
during training to assess the robustness of gait recognition

models learning from fewer examples. With fewer view-
points available in the training set, performances for all
the methods are decreasing. However, GaitGL [23] and
GLN [15] with inferred 3-D human body shape still show
a consistent improvement compared to the model without
body shapes, showing the 3-D body shape can give consis-
tent guidance at different amounts of data.

Results on OUMVLP. We show the results for the
OUMVLP dataset in Table 4. Since the OUMVLP dataset
does not provide the original RGB frames, we apply the
knowledge distillation model pretrained on the training set
of CASIA-B to infer human body shape directly from the
silhouette sequences. Compared to baseline methods, in-
ferring 3-D body shape for gait recognition consistently
outperforms original methods, showing good generalization
ability and robustness of body shape feature encoders across
different datasets. Examples in OUMVLP are all normal
walking with fewer variations, which explains the limited
improvement as NM sets for CASIA-B.

5. Conclusion
In this paper, we propose the exploitation of inferring 3-

D body shape from gait sequence to disentangle gait mo-
tion from appearance variances of 2-D images. In addi-
tion to the gait pattern analysis, we distill the 3-D body
shape features from selected RGB frames and transfer them
to gait sequences via feature exchanging between neighbor
frames. We assess our method with four state-of-the-art gait
recognition methods and show better results on two public
datasets at both seen and novel camera viewpoints.
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Gait Recognition Using 3-D Human Body Shape Inference
Supplementary Material

In this supplementary document, we present some fur-
ther experimental details and results that could not fit in
the main paper. We discuss the motivation and details for
the new setting for the CASIA-B dataset with novel camera
viewpoints as further experiment details, followed by some
experimental details and additional ablation studies for hy-
perparameters we choose in the main paper; these include
the balancing term λ in the final loss function and the ratio
of feature exchange in the temporal shift operation. We then
show some visualization results for the inferred body shapes
directly from silhouette compared with the reconstruction
results by SMPLify-X [28] for selected RGB frames.

A. Experiment Details
Discussion for the novel view settings. In addition to

the original CASIA-B setting in which the training and test
set share the same viewpoints, the new setting of CASIA-B
only includes 2 to 6 viewpoints in the training set, while we
evaluate the model on the test viewpoints of the remaining
five camera viewpoints, 108°, 126°, 144°, 162°, and 180°.
In a real-world instance of silhouettes taken by a camera, the
camera’s perspective can come from any direction, which is
the primary purpose of introducing this new setting. Com-
pared to the original setting, our setting is more suitable for
evaluating the generalization capacity of the gait recogni-
tion model when meeting novel camera viewpoints.

Variations for Silhouette Feature Encoder. In the ex-
periment, we choose four methods as our sihouette feature
encoder: GaitSet, GaitPart, GaitGL and GLN. GaitSet [6]
uses the frame sequence in the gait video as a set of inde-
pendent frames. By using set processing methods, such as
set pooling, GaitSet can extract set-level features for pre-
serving spatial and temporal information. GaitPart [10] in-
troduces split the gait image into four different parts and
assess the motion pattern for each part separately to focus
on more local movements. GLN [15] learns both discrimi-
native and compact representations from the silhouettes. It
extracts both silhouette-level and set-level features from dif-
ferent stages for gait recognition. GaitGL [23] applies the
features from both global and local patterns by using both
global visual information and local region details.

B. Ablation studies
In this subsection, we discuss five different ablation stud-

ies for the composition of our model, including the choice

of balancing term λ2, the model we use for human body
shape reconstruction from selected RGB images, knowl-
edge distillation function LKD for knowledge transfer be-
tween two modalities, fusion method for backpropagating
body shape feature from single image frames to silhouette
sequence, and the ablation for feature exchange between
neighbor frames.

Ablations for the Balancing Term λ2. To balance the
identity loss LID and knowledge distillation loss LKD, we
set the balancing term follow the ablations on CASIA-B
[43] for all three splits, NM, CL and BG, with GLN-HBS
and GaitGL-HBS for some other variations of λ2. We show
the results in Table 7, where top-1 accuracy is reported ex-
cluding identical-view cases. We note that when we have
the balancing term λ2 set to 1, GLN-HBS and GaitGL-
HBS both show the best performance. With λ2 as 1, our
model can find a balancing point between distinguishing
different identities from silhouette sequences and transfer-
ring knowledge from inferred 3-D body shape from selected
RGB frames by SMPLify-X [28].

Body Prior Reconstruction. Since we need a strong hu-
man body prior to help disentangle the skinned body shape
from appearance variances, to reconstruct human body prior
from RGB frames, we compare the methods two skinned
models, SMPL [25] from SMPLify [3] and SMPL-X [28]
from SMPLify-X [28], for 3-D body reconstruction. Com-
pared with SMPL-X, SMPL does not require the output
for human skeletons extracted by OpenPose [4]. We as-
sess both methods on the CASIA-B dataset for three set-
tings with GLN. For SMPLify, the average accuracies are
96.7, 93.4 and 82.6 for NM, BG and CL, respectively, while
for SMPLify-X, the average accuracies are 96.7, 93.6 and
83.2. Although SMPL shows some improvement compared
with GLN without 3-D human body shape, the inaccurate
reconstructions from SMPLify make the network unable to
distinguish between body shapes and appearance variances,
making it unable to beat SMPLify-X reconstructions.

Knowledge Distillation. We show the results for dif-
ferent knowledge distillation methods [27, 2, 30, 39, 17],
in addition to the experiment directly using the feature out-
put from the teacher network, in Table 5. Since GLN and
GaitGL are the two state-of-the-art methods with the best
performance in Table 1, we compare several knowledge dis-
tillation methods on all three variations of the CASIA-B
dataset for GLN and GaitGL with SMPLify-X as the 3-D
human body shape reconstruction model for RGB images.



Knowledge Distillation NM #5-6 BG #1-2 CL #1-2

Function LKD GLN [15] GaitGL [23] GLN [15] GaitGL [23] GLN [15] GaitGL [23]

Origin Method 96.5 97.3 93.1 94.4 81.5 83.5
+ RGB Body Prior 96.7 97.5 93.5 95.0 83.3 84.4

+ RKD [27] 96.1 97.0 92.9 94.0 82.2 83.6
+ Hint [30] 96.8 97.4 93.3 94.4 83.1 84.0
+ L2 [2] 96.7 96.9 93.2 94.1 82.9 84.0
+ NST [17] 96.8 97.2 93.3 94.4 82.8 84.1
+ CRD [39] 96.8 97.5 93.6 94.9 83.3 84.3

Table 5. Ablation results for different knowledge distillation methods. Results are reported in mean accuracies on CASIA-B. ‘RGB body
prior’ indicates features used are directly encoded from the teacher model, SMPLify-X [28] for selected RGB frames.

Fusion Methods NM #5-6 BG #1-2 CL #1-2

GLN [15] GaitGL [23] GLN [15] GaitGL [23] GLN [15] GaitGL [23]

Origin Method 96.5 97.3 93.1 94.4 81.5 83.5
+ MaxPool 95.0 95.9 92.2 92.6 79.3 81.0
+ AvgPool 96.4 97.2 93.0 94.4 82.6 83.7
+ RNN 96.5 97.2 93.0 94.3 82.1 83.6
+ LSTM 96.4 97.3 93.4 94.6 82.9 84.0
+ GRU 96.7 97.5 93.3 94.6 83.0 83.9
+ TS 96.8 97.7 93.6 94.8 83.2 84.1

Table 6. Ablation results for different feature fusion methods for propagating inferred human body shape feature from RGB images to gait
sequence on CASIA-B. TS represents temporal shifting. MaxPool and AvgPool are max pooling and average pooling respectively. Results
are reported in mean accuracies.

Among all the knowledge distillation methods, CRD shows
the best performance, and we choose to use CRD as our
LKD for features of 3-D body shape transfer from RGB
frame sr to gait sequence g. In addition, we also note from
the table that using the distilled feature from CRD is compa-
rable to the body prior directly extracted from selected RGB
frames by the teacher network, SMPLify-X [28], and even
better at some splits. With knowledge distillation, body
shape from gait sequence can be more stable than using a
single RGB image for reconstruction.

Fusion. In addition to the method selection for knowl-
edge distillation, we further show different methods for
propagating the single frame RGB features to gait se-
quences in Table 6. We assess different fusion methods on
CASIA-B using CRD for knowledge distillation and trans-
fer. In addition to the temporal shifting, annotated as TS
in the table, we assess two pooling and three RNN varia-
tions. We note that the max-pooling results are worse than
the original methods, indicating that the model starts over-
fitting on a few frames. Compared with average pooling and
three RNN variations, temporal shifting introduces the most
significant improvement. The ability to propagate single
frame information back to all frames and exchange the fea-
tures between nearby frames introduce more stability and
consistency for knowledge transfer.

Ablation for the Ratio of feature exchange. To tempo-

rally shift the features extracted from the body shape feature
encoder in the gait feature extraction branch, we follow [24]
to set the ratio of feature exchange to 12.5%. This num-
ber indicates that we use 75% of features from the current
frame, 12.5% from future frames, and 12.5% from the pre-
vious frame for the next step’s convolution operation. We
further research several different ratios of feature exchange
in Table 8. We note that when we exchange 12.5%, fol-
lowing [24], as what we did in the main paper, our mod-
els show the best performance. When we increase the ex-
change ratio to 33.3%, the feature from the current frame is
the same amount as the feature from the previous and next
frames. At this ratio, the model cannot extract enough in-
formation from the current frame to identify the person in
the sequence. When we set the exchange ratio as 0%, the
model degenerates to the average pooling case, where no
features are exchanged for temporal fusion before the aver-
age pooling layer.

C. Visualizations for Inferred Body Shapes.

We visualize some reconstructions of human body
shapes to assess the quality of inferred body shape vbs from
silhouette sequences. We convert vbs to the form of the body
shape feature β used by the skinned human body recon-
struction model SMPL-X [28] in the reverse way that we
normalize it. Since we do not predict human poses θ from



Balancing NM #5-6 BG #1-2 CL #1-2

Term λ2 GLN-HBS GaitGL-HBS GLN-HBS GaitGL-HBS GLN-HBS GaitGL-HBS

0.5 96.6 97.5 93.4 94.6 82.8 84.0
1 96.8 97.7 93.6 94.8 83.2 84.1
2 96.6 97.4 93.5 94.8 82.6 83.9
5 96.2 97.2 92.9 94.4 81.6 83.2

Table 7. Ablation results for different λ2 used for balancing LKD and LID .

Exchange NM #5-6 BG #1-2 CL #1-2

Ratio GLN-HBS GaitGL-HBS GLN-HBS GaitGL-HBS GLN-HBS GaitGL-HBS

0% 96.4 97.2 93.0 94.4 82.6 83.7
10% 96.7 97.7 93.5 94.8 83.2 83.9
12.5% 96.8 97.7 93.6 94.8 83.2 84.1
25% 96.5 97.2 93.0 94.4 81.9 83.1
33.3% 95.7 96.8 92.6 93.5 81.2 82.9

Table 8. Ablations for ratio used for feature exchange in the body shape feature encoder.

(a) Incomplete cases (b) Boundary cases
Figure 4. Sampled silhouette visualization for error prediction.

silhouette with our model, we plot body shapes as T-poses
for all reconstructions. We choose two examples in the test
set of CASIA-B [43] with all three variants. To assess the
stability among different camera positions, we select four
camera positions for each subject: 0°, 36°, 72° and 108°.

We show the visualizations of inferred body shapes in
Fig. 5, along with one of the silhouettes sampled at each
camera viewpoint. We note that reconstructions from both
methods, SMPLify-X [28] and our body shape feature en-
coder, are pretty accurate for reconstructing human body
shapes in the selected frames or silhouettes. For example,
the first person is broader than the second, which can be
reflected in most reconstructed meshes. In addition, both
reconstructed shapes show good robustness again differ-
ent appearance variations and different viewpoints, while
shapes reconstructed from silhouette sequences by our body
shape feature encoder are more consistent for the same per-
son. Compared with a single frame of selected RGB im-
ages, a sequence input gives more information for recon-
structing the human body shape and is more precise in de-
scribing the shape using information from neighbor frames.

D. Limitation and Error Analysis
To distill and transfer knowledge from limited RGB im-

ages to the body shape feature encoder of the gait branch,
we use SMPLify-X [28] as our body prior extraction model
for providing body shapes. The quality of the generated
body prior from SMPLify-X is important. Although the
distillation network is able to correct some mistakes gen-
erated from SMPLify-X as Figure 5, if there are too many
mistakes from SMPLify-X, the distillation model will be
unable to generate any useful body shapes for the training
of body shape encoder in the gait branch.

During inference, our model has only one input, silhou-
ette sequences. We note that the incomplete gait images,
either from bad segmentation results or the person walking
to the boundary of the image, as shown in Figure 4, increase
the probability of error prediction. When these incomplete
silhouette images take a relatively large part of the video,
the model is more likely to give wrong predictions since the
silhouette is the only modality we have during inference.



Camera NM CL BG

Viewpoints RGB silhouette RGB silhouette RGB silhouette

Figure 5. Visualizations for reconstructed human body shapes of two identities from selected RGB frames and silhouettes in the CASIA-B
test set. For each example, the camera position from top to down is 0°, 36°, 72° and 108° respectively. We align the camera position to the
front view for all variations and plot T-pose shapes for each person with the β we inferred from the human body shape encoder. ‘RGB’
and ‘silhouette’ represent the reconstruction is from the branch with selected RGB images (SMPLify-X [28]) or the gait feature extraction
branch (Body Shape Feature Encoder). Silhouettes shown in the first column only indicate the IDs of the people and camera viewpoints,
which are not the sequences used for body shape reconstruction.


