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Abstract

Diffeomorphic image registration, offering smooth trans-
formation and topology preservation, is required in many
medical image analysis tasks.Traditional methods impose
certain modeling constraints on the space of admissible
transformations and use optimization to find the optimal
transformation between two images. Specifying the right
space of admissible transformations is challenging: the reg-
istration quality can be poor if the space is too restrictive,
while the optimization can be hard to solve if the space
is too general. Recent learning-based methods, utilizing
deep neural networks to learn the transformation directly,
achieve fast inference, but face challenges in accuracy due
to the difficulties in capturing the small local deforma-
tions and generalization ability. Here we propose a new
optimization-based method named DNVF (Diffeomorphic
Image Registration with Neural Velocity Field) which uti-
lizes deep neural network to model the space of admissi-
ble transformations. A multilayer perceptron (MLP) with
sinusoidal activation function is used to represent the con-
tinuous velocity field and assigns a velocity vector to every
point in space, providing the flexibility of modeling complex
deformations as well as the convenience of optimization.
Moreover, we propose a cascaded image registration frame-
work (Cas-DNVF) by combining the benefits of both opti-
mization and learning based methods, where a fully convo-
lutional neural network (FCN) is trained to predict the ini-
tial deformation, followed by DNVF for further refinement.
Experiments on two large-scale 3D MR brain scan datasets
demonstrate that our proposed methods significantly out-
perform the state-of-the-art registration methods.

1. Introduction
Image registration is an essential task used in many med-

ical image analysis applications [17, 32], such as assessing
disease progression over time, merging and comparing dif-
ferent image modalities, and shape analysis. By maximiz-

ing the image similarity, such as intensity correlation, im-
age registration provides the correspondence and non-linear
transformation between pairs of images. Diffeomorphic im-
age registration offers more desirable properties such as
smooth deformation, topology preservation, and transfor-
mation invertibility.

Traditional methods, such as elastic-type models [4, 36],
B splines [34], LDDMM [7, 60] and SyN [3], solve the
image registration problem by optimizing the deformation
fields. These methods typically make certain model as-
sumptions. For example, LDDMM assumes the diffeomor-
phic deformation can be obtained by solving the flow-based
ordinary differential equation (ODE) with certain regular-
ization constraints. SyN symmetrizes the cross-correlation
Euler-Lagrange equations within the space of diffeomor-
phic maps. However, these methods usually generate high-
accuracy results at the cost of slow speed and intensive
computation, and the performance may vary under differ-
ent modeling assumptions [42].

Rapid advance in learning-based methods [5, 13, 35, 25,
24, 62, 37, 26] have achieved promising results in the im-
age registration task. With deep neural networks, learning-
based methods can efficiently estimate the transformation
between two medical images. As more attention is focused
on learning-based methods, many new techniques and com-
plex network structures [9, 27, 16, 40] have been applied
to chase better performance. However, the accuracy im-
provement is only modest, mainly because the representa-
tions learned from neural networks are not able to predict
sophisticated deformations and dense correspondences for
each pair of images in dataset. Moreover, the generalizabil-
ity is still a major challenge for these methods which limits
the performance for the out-of-distribution image pairs.

The recent development of neural fields provides a class
of coordinate-based neural networks which parameterize
the physical properties of objects across space and time
[52]. Neural fields have shown their great potential in mod-
eling general dynamic scenes [30, 20, 43] which fit the ob-
served time-variant views with great detail through the op-
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timization of a neural network. Therefore, our question of
curiosity is hence: can we use neural fields to represent the
dynamics of diffeomorphic image registration?

In this paper, we propose to realize diffeomorphic image
registration by optimizing an implicit neural representation
of a continuous velocity field. Specifically, we parameter-
ize the continuous velocity field as a multilayer perceptron
(MLP), whose input is a 3D spatial coordinate (x, y, z) and
output is the corresponding 3D velocity vector (vx, vy, vz).
With periodic sinusoidal activation functions, the MLP can
efficiently represent the high-frequency content [41] and
therefore improve its ability to model the small and com-
plex deformations in the registration problem. The diffeo-
morphic deformation can be obtained through integration
over the neural velocity field, which is realized by the scal-
ing and squaring (SS) method [1] in our work. SS follows
the Lie algebra in group theory and the deformation is pro-
duced by the exponential of the velocity field through a spa-
tial transform layer.

Moreover, we propose a cascaded framework called
Cas-DNVF which combines the benefits of learning-based
methods and DNVF. In the first stage, we pretrain a fully
convolutional neural network to predict an initial deforma-
tion with a short inference time and simplify the search
space of optimal deformation for the following DNVF.
Based on that, DNVF can optimize a residual deformation
specifically for each pair of images. By combining the ben-
efits of two different methods, Cas-DNVF has better gener-
alizability and can achieve the accurate alignment between
two images within a short running time. Our experiments
shows the DNVF can be integrated with different learning-
based registration methods under the framework of Cas-
DNVF.

Our contributions of this work are as follows:

• We propose neural registration method, called DNVF,
for diffeomorphic image registration, utilizing MLP
with sinusoidal activation to represent continuous ve-
locity field and model diffeomorphic deformation
through integral curves of velocity field. Optimal reg-
istration is discovered by tuning parameters of MLP.

• We further propose a cascaded framework (Cas-
DNVF) to incorporate learning to DNVF, where a fully
convolutional net is trained to predict the initial defor-
mation, followed by DNVF for further refinement.

• Extensive experiments on two 3D brain MR datasets
demonstrate that the proposed methods achieve state-
of-the-art performance while preserving desirable dif-
feomorphic properties.

2. Related works
2.1. Pair-wise optimization method

Extensive works have been conducted to tackle the task
of image registration. Traditional methods model image
registration as an optimization problem and minimize the
energy function iteratively for each pair of images [42].
These methods typically enforce transformation regularity
through certain model assumptions. Several studies di-
rectly optimize the deformable displacement field including
elastic-type models [4, 36], statistical parametric mapping
[2], free-form deformations with b-splines [34] and optical
flow based Demons [47]. Besides, many other studies focus
on the registration problem within the space of diffeomor-
phic maps to ensure the desirable diffeomorphic properties,
such as topology preservation and transformation invertibil-
ity. Popular methods include Large Deformation Diffeo-
morphic Metric Mapping (LDDMM) [7, 60] and symmet-
ric image normalization method (SyN) [3]. LDDMM mod-
els the diffeomorphic deformation by considering the veloc-
ity over time according to the Lagrange transport equation
[12, 14]. And SyN develops a novel symmetric diffeomor-
phic optimizer for maximizing the cross-correlation in the
space of topology preserving maps [3].

The proposed DNVF is also a pair-wise optimization-
based diffeomorphic image registration method, however,
there are no strong assumptions about the dynamics of the
registration since using a neural network to model the defor-
mation provides greater flexibility. Moreover, DNVF can
utilize deep learning packages for efficient inference and
optimization.

2.2. Learning-based method
Medical researches have shown the promising progress

brought by the recent learning methods [33, 10, 11, 45, 55,
59, 46, 58, 57, 56]. In image registration, learning-based
methods [5, 13, 35, 38, 39, 26, 25, 24, 62, 9, 27, 16, 40, 61]
achieve higher accuracy and efficiency. By learning a com-
mon representation for a collection of images, the extracted
features can be used to perform registration with fast infer-
ence speed. VoxelMorph [5] directly regresses deformation
fields by minimizing the dissimilarity between input and
target images. The multi-resolution strategy was introduced
in LapIRN [25] to avoid local minima during optimiza-
tion. SYMNet [24] symmetrically warps images regarding
the middle of the geodesic path and predicts the diffeomor-
phic deformation. A recursive cascaded network was pro-
posed in [63] to boost the performance of registration by
iteratively applying the registration network to the warped
moving image and fixed image. A transformer block was
deployed over the CNN backbone to capture the semantic
contextual relevance in DTN [62]. To better solve large de-
formations, MS-ODENet [53] proposed to use neural ODE
on image registration to refine the estimated transformation,



by modeling the dynamics of the parameters of registration
models. However, the representation power of neural net-
works is limited by the network structure and training data
might not be able to generate complex deformations and
capture dense correspondences for all pairs of images in a
dataset. The generalization gap between training data and
test data also restricts the performance of a pre-trained neu-
ral network during inference time.

2.3. Neural Field
The recent advance of neural fields enables the param-

eterization of physical properties and dynamics through
coordinate-based neural networks. [29] formulated the gen-
erative shape-conditioned 3D modeling with a continuous
implicit surface. [41] introduced sinusoidal representation
networks to model the 2D image and 3D scene with fine
details. [28] learned a temporally and spatially continu-
ous vector field to perform dense 4D reconstruction from
images or sparse point clouds. [50] proposed to perform
high-resolution MR image reconstruction via implicit neu-
ral representation. [43] applied neural field to model the
diffeomorphic transformation on 3D shapes. Some recent
works focus on pair-wise image registration problems, such
as IDIR [49] and NODEO [51].

Unlike them, DNVF uses a simple multilayer percep-
tron to represent the continuous neural velocity field and
model the diffeomorphic deformation. The proposed Cas-
DNVF further combines the benefit of learning-based and
optimization-based methods with better generalizability,
matching accuracy and time efficiency. Experimental re-
sults in Section 5 demonstrate the advantages of our pro-
posed methods.

3. Preliminaries

3.1. Deformable registration
Deformable image registration denotes warping one

(moving) image to align it with the second (fixed or tar-
get) image by maximizing the similarity between the reg-
istered images under some regularization constraints. The
displacement field returned from the registration defines the
dense mapping between points in the moving image and
corresponding points in the fixed image. The typical de-
formable image registration can be formulated as :

ϕ∗ = argmin
ϕ

Lsim (If , ϕ ◦ Im) + Lreg(ϕ) (1)

where ϕ∗ represents the optimal displacement field ϕ, If
and Im denote the fixed and moving images, ϕ ◦ Im repre-
sents Im warped by ϕ, Lsim measures the image similarity
between the fixed image and warped image, and Lreg rep-
resents the smoothness regularization function.

3.2. Diffeomorphic registration
Diffeomorphic image registration not only aligns two

images but also preserves the topology and maintains trans-
formation invertibility [7]. The diffeomorphic deformation
ϕ is calculated through the integral of the velocity field v
(assume Lipschitz continuity) following the ordinary differ-
ential equation (ODE):

∂ϕ(t)

∂t
= v(ϕ(t)) (2)

where ϕ(0) = I is the identity transformation. In this paper,
we assume the velocity field v is stationary over t = [0, 1]

and the final deformation is taken to be ϕ(1).

4. Method
Let If , Im be the fixed image and moving image that

need to be aligned. In this paper, we focus on 3D image
registration where If and Im are defined on 3D spatial do-
main Ω ⊂ R3. If and Im are affinely registered in the
preprocessing step, therefore, we only need to model the
non-linear displacement between two images.

Figure 1 presents an overview of our methods. DNVF is
an optimization-based model which utilizes a MLP to repre-
sent the neural velocity field vθ where θ are the parameters
of the MLP. Unlike previous image registration methods,
DNVF takes the 3D spatial coordinates as the input, rather
than the image intensities. For each spatial point p ∈ Ω,
vθ provides the corresponding velocity vector v = vθ(p) at
that point. The diffeomorphic deformation ϕθ is then cal-
culated through the integral over the neural velocity field
vθ as described in Sec. 3.2. Inside DNVF, we use scaling
and squaring to do the integration and the details will be de-
scribed in Sec. 4.2. We optimize the parameters θ of the
neural velocity field and find the optimal θ̂ by minimizing
the loss function:

θ̂ = argmin
θ

Lsim (If , ϕθ ◦ Im) + Lreg(ϕθ) (3)

Based on DNVF, we propose a cascaded framework Cas-
DNVF which combines the benefit of the learning-based
methods and DNVF. First, we train a fully convolutional
neural network (FCN) to model a function gβ(If , Im) =
ϕinit which provides an initial deformation for a given pair
of images. We train the gβ by minimizing the loss function
similar to Eq.3:

β̂ = argmin
β

[E(If ,Im)∼D[Lsim (If , gβ(If , Im) ◦ Im)+

Lreg(gβ(If , Im))]]
(4)

where D is the dataset distribution, β are the parameters
of the FCN, If and Im are the sampled volume pairs from



Figure 1. Overall framework of the proposed DNVF and Cas-DNVF. Im, If and Iw denote the moving image, fixed image and warped
image. DNVF uses neural representations to model continuous velocity field vθ which takes 3D position p ∈ R3 as input and assigns
corresponding velocity vector v ∈ R3. The velocity field vθ is represented by a MLP with periodic sinusoidal activation functions. The
velocity integration inside DNVF will be introduced in Sec.4.2. During the optimization, DNVF implicitly captures the dense correspon-
dence between two input images. Cas-DNVF combines learning-based method and DNVF. A FCN is firstly pretrained to predict the initial
deformation and simplify the search space of optimal deformation for the following DNVF so that it can focus on modeling the small local
deformation with high accuracy and efficiency. The framework is designed for 3D registration, we use 2D image for simplicity.

D. During inference, for the input image pair (If , Im), we
first use the pretrained gβ to predict an initial deformation
ϕinit. In the second stage, we use DNVF to optimize a
residual deformation ϕres

θ where the overall deformation is
calculated using a spatial transform layer to combine ϕinit

and ϕres
θ :

θ̂ = argmin
θ

Lsim (If , ϕ
res
θ ◦ϕinit◦Im)+Lreg(ϕ

res
θ ◦ϕinit)

(5)
By analyzing the performance shown in Section 5, the
initial deformation ϕinit predicted by gβ helps DNVF to
achieve faster convergence while alleviating the generaliz-
ability issue of learning-based method and providing a more
precise dense matching between the pair of input images.

4.1. Neural Velocity Field Representation
Inspired by recent works on neural rendering [41, 22],

we model the neural representation of the continuous ve-
locity field vθ using a MLP where θ are the parameters of
the neural network. The neural velocity field can be viewed
as a function of a spatial 3D point: v = vθ(p), which out-
puts the corresponding velocity vector v given 3D spatial
coordinate p.

In this paper, we focus on the diffeomorphic registration
between two 3D brain MR scans. The complex structure

of the human brain requires sophisticated deformation field
ϕθ to achieve a precise matching. Therefore, we expect the
neural velocity field vθ to be able to model the high fre-
quency function, otherwise, the deformation ϕθ integrated
over vθ will be too smooth and can not provide an accu-
rate mapping. However, classic MLPs have difficulty learn-
ing high frequency functions because of the ”spectral bias”
[44]. As shown in [31, 6], the deep networks have a learning
bias towards low frequency functions.

Therefore in this work, instead of using classic ReLU ac-
tivation function, we choose to use periodic sinusoidal func-
tion enabling fitting of high-frequency content as indicated
by SIREN [41] and adopt its weight initialization scheme
for deep structure. The neural velocity field vθ is designed
as follows:

f0(x0) = W0x0 + b0 7→ x1

fi(xi) = Wi sin(xi) + bi 7→ xi+1

(6)

where the 3D coordinate p is firstly mapped to a high di-
mensional embedding by f0 : R3 7→ RN . Then the ith layer
of network fi can be viewed as a Fourier frequency map-
ping [8] with the learnable parameters Wi and bi. By in-
volving the frequency information in the network, the neu-
ral tangent kernel [44] is modified accordingly such that the
neural velocity field vθ can have a good representation of



the high-frequency details and be able to model the sophis-
ticated deformation ϕθ. In our implementation, we use a
5-layer MLP to represent the neural velocity field vθ with
512 hidden units.

4.2. Diffeomorphic Deformation as Integration
Inside DNVF, after defining the neural velocity field vθ,

the diffeomorphic deformation ϕθ is calculated by integrat-
ing over vθ according to (2). Following [13, 24, 25, 62], the
velocity field is assumed to be stationary over time. We use
the scaling and squaring method to calculate the diffeomor-
phic deformation as shown in Figure 1:

Scaling and Squaring [1] When the velocity field is sta-
tionary, the exponential map ϕ(t) = exp(vθ) defines one-
parameter subgroup of diffeomorphisms. The final defor-
mation ϕ(1) = exp(vθ) can be solved more efficiently by
utilizing the group actions. Specifically, the initial deforma-
tion is ϕ(1/2T ) = p + vθ(p)/2

T where T is the total time
step. We recursively compute ϕ(1/2t−1) = ϕ(1/2t) ◦ ϕ(1/2t)

through a spatial transform layer, and the final deformation
ϕ(1) is obtained by ϕ(1) = ϕ(1/2) ◦ ϕ(1/2). No additional
learnable parameters are introduced during the recursive op-
eration. The deformations are calculated over a fixed grid
with linear interpolation. The entire step is differentiable.
In our implementation, we chose T = 7.

It is infeasible to feed all 3D coordinates (D×H×W×3)
into DNVF due to GPU memory constraints. Therefore in
our implementation, we empirically downsample the origi-
nal coordinate grid with a scale 1/3 and upsample the result-
ing velocity field to recover the full resolution for velocity
integration as shown in Figure 1.

4.3. Cascaded Registration

Initial Deformation As shown in Figure 1, we param-
eterize the function gβ(If , Im) = ϕinit in (4) with a fully
convolutional neural network (FCN), a scaling and squaring
layer, and a spatial transform layer. FCN adopts the Unet-
like network structure as shown in Figure 2 which takes the
concatenation of moving image and fixed image as input,
and directly outputs the velocity field. By maximizing the
similarity between the warped image and fixed image, the
FCN is trained to predict a initial deformation ϕinit.

Moreover, gβ can also be parameterized by other
learning-based models such as [13, 24, 25, 62]. Ablation
study in Sec. 5.5 shows that DNVF can provide consistent
boost in performance for different learning-based methods.

Optimization of Residual Deformation Based on the ini-
tial deformation predicted by the trained gθ, we use DNVF
to optimize the residual deformation ϕres

θ for each pair of
images following (5). The ϕinit and ϕres

θ are combined by
a spatial transform layer as the overall deformation ϕ.

Because the predicted ϕinit usually provides a good

Figure 2. Structure of fully convolutional network (FCN) used in
Cas-DNVF. The input is the concatenation of moving image and
fixed image, and the output is the velocity field.

mapping for large deformations, DNVF will focus more on
the local small deformations which are difficult for learning-
based methods. The velocity vector v output from vθ ac-
counts for the local small deformations between the warped
moving image (ϕinit◦Im) and fixed image If . In our imple-
mentation, instead of directly combining two deformations,
we empirically rescale the velocity vector v in DNVF by a
factor 0.1 to improve the stability during optimization.

4.4. Optimization
The loss function L consists of two components: Lsim

penalizing the misalignment between the warped moving
image Iw and fixed image If , Lreg regularizing the defor-
mation smoothness (Lsmooth) and local orientation consis-
tency (LJdet).

Lsim We use local normalized cross-correlation (NCC)
as the metric to measure the similarity between the warped
moving image Iw and fixed image If :

NCC(Iw, If ) =

∑
p∈Ω

(∑
pi

(
Iw (pi)− Īw(p)

) (
If (pi)− Īf (p)

))2

∑
pi

(
Iw (pi)− Īw(p)

)2 ∑
pi

(
If (pi)− Īf (p)

)2
(7)

where Iw = ϕ ◦ Im, ϕ is calculated by the velocity integra-
tion via SS, pi denotes the points over a local window of
size n3 around p, Īw(p) and Īf (p) are the mean intensity
of that local window. High value of NCC represents a pre-
cise matching between images. Therefore, we use negative
NCC as the similarity loss: Lsim = −NCC(ϕ ◦ Im, If )
with the window size set to 9.

LJdet In order to secure local orientation consistency, we
follow [24] to impose a selective Jacobian determinant reg-
ularization. If the Jacobian determinant at a given point p
is positive, then the deformation field preserves the orienta-
tion near p. Otherwise, the orientation in the neighborhood
is reversed and the topology is destroyed. With a ReLU
function, we can penalize the local region with a negative



Jacobian determinant:

LJdet =
1

N

∑
p∈Ω

relu (− |Jϕ(p)|) (8)

where the Jacobian matrix Jϕ is defined as:

Jϕ(p) =


∂ϕx(p)

∂x
∂ϕx(p)

∂y
∂ϕx(p)

∂z
∂ϕy(p)

∂x
∂ϕy(p)

∂y
∂ϕy(p)

∂z
∂ϕz(p)

∂x
∂ϕz(p)

∂y
∂ϕz(p)

∂z

 (9)

Lsmooth In order to avoid oddly skewed deformations,
a spatial gradient is used to constrain the smoothness of the
deformation field as a regularization term. A large spatial
gradient means the radical change of deformation in the lo-
cal area which is not desired in the registration problem.
Therefore, the smoothness loss is defined as:

Lsmooth =
∑
p∈Ω

∥∇ϕ(p)∥2 (10)

We present the complete loss function as follows, where
λ1 and λ2 control the weight of orientation consistency loss
and deformation smoothness loss:

L = Lsim + Lreg = Lsim + λ1LJdet + λ2Lsmooth (11)

5. Experiment
5.1. Dataset and Preprocessing

We evaluate our method on two public 3D brain MR
datasets: the OASIS [21] and the Mindboggle101 [19]. OA-
SIS dataset contains 416 T1-weighted MR scans aging from
18 to 96 with 100 of them diagnosed with mild to moderate
Alzheimer’s disease. Subcortical segmentation maps of 35
anatomical structures serve as the ground truth for the eval-
uation of our method. Mindboggle101 consists of 101 T1-
weighted MR scans from 5 datasets, e.g. HLN-12, MMRR-
21 and NKI-RS. We followed [54] to remove the images
with incorrect labels and evaluated the performance on 31
cortical regions. Standard preprocessing methods were car-
ried out on two datasets. Having skull stripped, all scans
were resampled to same resolution (1mm×1mm×1mm).
For each dataset, images were aligned to MNI 152 space by
affine transformation. The final images were cropped to size
(162×192×144) and normalized by the maximum intensity
of each volume.

5.2. Experimental Setting
The proposed method is evaluated on the atlas-based im-

age registration task same as [24]. We compare our method
with traditional optimization-based methods: SyN[3] and
NiftyReg[23], and state-of-the-art learning-based methods
VoxelMorph(VM)[5] and SYMNet[24]. For each dataset,
we randomly sampled 20 scans as moving images and 3

scans as the atlases, resulting in 60 image pairs, and eval-
uate the results using all anatomical labels. To make a fair
comparison, we also conduct instance-specific optimization
for the learning-based methods and compare the optimiza-
tion results. We also compare DNVF with two recent inde-
pendently proposed methods, IDIR [49] and NODEO [51]
(released at roughly the same time as the preprint of this
work) following NODEO’s data setting. Both methods also
use neural nets to model deformation but with some major
differences: IDIR models deformation field instead of ve-
locity field, while NODEO involves CNN.

We follow the parameter setting of SyN in VoxelMorph
with gradient step size 0.25 and gaussian parameter [0.9,
0.2]. Both SyN and NiftyReg use cross-correlation as
the cost function. For learning-based methods, we use
86 and 250 images as the training data for Mindboggle
and OASIS dataset respectively. Different iteration settings
were used to analyze the running time and performance of
optimization-based methods.

During the optimization of DNVF, λ1 and λ2 are em-
pirically set to 100 and 0.1 for the local orientation consis-
tency and the smoothness of deformation. The FCN of Cas-
DNVF is trained with λ1 and λ2 being 10 and 4. The net-
work parameters are optimized using the Adam algorithm
with a learning rate of 1e−4. Our model is implemented us-
ing PyTorch and evaluated on a machine with a RTX 2080
Ti GPU and an Intel i7-7700K CPU.
5.3. Evaluation Metric

The goal of diffeomorphic image registration is to gener-
ate spatial correspondences between pairs of images while
maintaining the topology. We evaluate the performance of
registration methods using Dice Similarity Coefficient, Ja-
cobian Determinant, and the Structural Similarity follow-
ing [13, 24, 25, 62]. Dice Similarity Coefficient (DSC)
measures the overlap between the segmentation of the fixed
image and the warped segmentation of the moving image
based on the deformation field. Negative Jacobian Determi-
nant (|J<0|) represents local distortion in the neighborhood
as discussed in Sec. 4.4. We report the ratio of |J<0| to
evaluate to performance of topology preservation. Struc-
tural Similarity (SSIM) [48] measures the similarity be-
tween fixed image and warped moving image by taking tex-
ture into account.
5.4. Results Comparison and Discussion
Accuracy The evaluation results of our methods, com-
pared to both traditional optimization-based and learning-
based methods, are summarized in Table 1. We report the
results of SyN with iteration setting [600,600,300] and the
results of NiftyReg with maximal level and iteration [5,
1000], which give better results than their default settings.
All available anatomical masks are used in the evaluation.
DNVF outperforms the traditional methods on Mindbog-
gle and OASIS dataset in terms of DSC and SSIM, and



Dataset Mindboggle [21] OASIS [19]

Category Model/Metric DSC(↑) |J<0|(↓) SSIM(↑) DSC(↑) |J<0|(↓) SSIM(↑)

Traditional Methods SyN [3] 0.548 ≈0 0.9097 0.777 ≈0 0.9149
NiftyReg [23] 0.509 ≈0 0.8650 0.773 ≈0 0.8916

Learning-based Methods
VoxelMorph [5] 0.555 0.076% 0.9145 0.763 0.072% 0.9082
SYMNet [24] 0.567 0.0023% 0.9191 0.777 0.0022% 0.9247

FCN 0.548 ≈0 0.9017 0.765 ≈0 0.9091

Instance-specific VoxelMorph+OPT 0.558 0.072% 0.9186 0.784 0.051% 0.9141
Optimization of SYMNet+OPT 0.575 0.0010% 0.9271 0.791 0.0012% 0.9292
Learning-based Methods FCN+OPT 0.556 ≈0 0.9072 0.781 ≈0 0.9137

Our Methods DNVF 0.606 0.0013% 0.9496 0.794 0.0015% 0.9512
Cas-DNVF 0.612 0.0031% 0.9531 0.815 0.0036% 0.9532

Table 1. The registration methods are evaluated using all available anatomical structures (31 for Mindboggle and 35 for OASIS) in atlas-
based fashion. FCN is the model used in C2F-DNVF which provides better topology preservation compared with other learning-based
methods. Table 5 shows the results of replacing FCN with other SOTA methods in C2F-DNVF. For instance-specific optimization of
learning-based methods, we finetune the pretrained model for each given pair of test images.

still achieves the low ratio of |J<0|. The evaluation results
show the benefit of flexibility brought by neural velocity
field compared with traditional methods. DNVF also out-
performs the learning-based methods on two datasets by a
large margin which demonstrates the capability of DNVF
in modelling small local deformations while preserving the
local orientation.

Cas-DNVF further improves the performance of DNVF
which illustrates the benefit of involving the initial defor-
mation predicted by a pretrained FCN. However, the ra-
tio of negative Jacobian determinant is slightly larger than
DNVF, we argue that is because the composition of initial
and residual deformation during the optimization introduces
additional disturbance of deformation. We also compare the
optimization result of learning-based methods with DNVF
and Cas-DNVF. Specifically, for each pair of test images,
we finetune the pretrained VoxelMorph and SYMNet. Both
VoxelMorph and SYMNet generate better results after the
optimization, but still underperform the DNVF and Cas-
DNVF according to the DSC and SSIM.

Visualization Figure 3 shows some visualization of reg-
istration results. Current SOTA method provides a reason-
able matching between pair of images, however, some local
small deformations are missing in both cortical and subcor-
tical regions. Benefiting from the our neural velocity field
representation, DNVF and Cas-DNVF are able to capture
the local small deformations with better capability in fitting
high-frequency content.

Speed Figure 4 compares the DSC versus running time
for each method. The proposed DNVF outperforms the
state-of-the-art traditional and DLIR methods with 48s (80
iterations) optimization on the MindBoggle dataset and 72s
(120 iterations) optimization on the OASIS dataset. By
combining the initial deformation predicted from our pre-

Figure 3. Visualization of registration results. First row compares
the warped images from Mindboggle dataset and the second row
shows the anatomical structures after the registration for OASIS
dataset.

trained FCN, Cas-NeVF achieves better performance in
both matching accuracy and time efficiency. The maximum
optimization step of DNVF and Cas-DNVF is set to 300
iterations (180s), but the performance will be further im-
proved with more iterations according to the curve in Fig.4.

Dataset OASIS CANDI [18]

Model/Metric DSC28 (↑) |J<0|(↓) DSC32 (↑) DSC28 (↑) |J<0|(↓)

IDIR 0.794 0.124% 0.774 0.811 0.113%
NODEO 0.779 0.03% 0.760 0.802 1.8×10-7%

DNVF 0.815 0.0004% 0.786 0.823 0.0003%

Table 2. Following NODEO, we use the same data split and eval-
uation metric. The DSC for OASIS is averaged over 28 structures
excluding the very small ones and the DSC for CANDI is averaged
over all 32 structures and 28 large structures as stated in NODEO’s
setting. We limit the optimization of DNVF to 100 iteration (60s)
compared with NODEO (80s)

Table 2 shows the evaluation results between DNVF and
recent optimization-based methods. The comparison is con-



Figure 4. DSC versus Running time with different iteration setting.

ducted on OASIS and CANDI dataset [18] which were used
in NODEO’s paper and we directly adopt the results as the
implementation is not available. |J<0| reflects local distor-
tion in deformation field. The diffeomorphism realized by
velocity integration provides desired properties such as de-
formation smoothing and topology preservation for DNVF
and NODEO. Therefore they have better performance in
|J<0| than IDIR which doesn’t realize diffeomorphism but
models the displacement field. NODEO involves the con-
volutional layer and gaussian kernel to enhance the spatial
interaction and reduce the ratio of |J<0|. However, it pro-
vides the lowest matching accuracy in terms of DSC which
is consistent with the result in Ablation study 2. Moreover,
NODEO utilizes Neural ODE solver to do the integration
requiring longer time to converge, which is not desired in
real medical application. DNVF achieves the highest DSC
score and lowest ratio of |J<0| which demonstrate the bene-
fit of using MLP-based neural field and periodic sinusoidal
activation functions to model the diffeomorphic deforma-
tion. Besides, DNVF only requires one-pass of the neural
velocity field and utilizing scaling and squaring does not in-
troduce additional learnable parameters, therefore it defines
a simpler deformation space than NODEO and reduces the
difficulty in finding the optimal solution via limited steps of
optimization.

5.5. Ablation Study

In this section, we conduct ablation studies to measure
the impact of components in our proposed method in terms
of DSC which is averaged on all anatomical structures.

Activation function In Sec. 4.1, we state the benefit
of using periodic sinusoidal activation to model small lo-
cal deformation in diffeomorphic image registration. In this
study, we conduct experiments on Mindboggle and OASIS
datasets using classic ReLU activation with or without posi-
tional encoding (PE) as shown in Table 3. Though the fixed
PE performed well in [22] with the supervision of ground
truth, it didn’t help to capture the dynamic dense correspon-
dence and deformation field in unsupervised image regis-
tration task. The results show that the nested sinusoidal ac-
tivation function provides better capacity in capturing the
correspondence and modeling deformation.

Dataset DNVF MLP+ReLU MLP+ReLU+PE

Mindboggle 0.606 0.440 0.397
OASIS 0.794 0.708 0.683

Table 3. Results using sinusoidal and ReLU activation functions.

Velocity field representation Table 4 shows the results
with different velocity field representation: I) Grid: We use
volumetric learnable parameter with size (D×H×W×3) to
represent the entire velocity field and update this parameter
via optimization with additional regularization term (TV)
suggested by [15]; II) CNN: Because the input to DNVF is a
downsampled coordinate grid with shape (D3 × H

3 ×W
3 ×3),

we replace the MLP with a 3D convolution neural network.
The evaluation results demonstrate that the fourier mapping
expressed by the MLP in (6) provides the high deformation
representation power and matching accuracy.

Dataset DNVF Grid Conv+Sin Conv+ReLU

Mindboggle 0.606 0.572 0.515 0.480
OASIS 0.794 0.755 0.739 0.731

Table 4. Results with different velocity field representations.
Choice of pretrained FCN for Cas-DNVF The proposed
DNVF can also work with SOTA learning-based methods
as shown in Table 5. In this study, we replace the origi-
nal FCN with VoxelMorph(VM) and SYMNet. The results
demonstrate that the Cas-DNVF is a generalized framework
and provide consistent performance improvement to differ-
ent learning-based methods.

Dataset FCN+DNVF VM+DNVF SYMNet+DNVF

Mindboggle 0.612 0.609 0.606
OASIS 0.815 0.816 0.812

Table 5. Results with different pretrained FCN in Cas-DNVF.

6. Conclusion
In this paper, we propose a neural field model to rep-

resent the continuous velocity field and model deforma-
tion for solving diffeomorphic image registration. The val-
idation experiments demonstrate the significant advantages
brought by proposed methods. The proposed DNVF and
Cas-DNVF methods offer a new framework for classical
image registration problem. However, our current methods
still have some limitations. First, the model has a relatively



large memory footprint due to scaling and squaring compo-
nent. A future direction is to improve the derivation of de-
formation field from velocity field. Second, the two stages
of Cas-DNVF is decoupled. A future improvement is to in-
tegrate them and train the learning model in an end-to-end
manner.
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