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Abstract

Vision Transformers (ViTs) have revolutionized the field
of computer vision, yet their deployments on resource-
constrained devices remain challenging due to high com-
putational demands. To expedite pre-trained ViTs, token
pruning and token merging approaches have been developed,
which aim at reducing the number of tokens involved in the
computation. However, these methods still have some limi-
tations, such as image information loss from pruned tokens
and inefficiency in the token-matching process. In this pa-
per, we introduce a novel Graph-based Token Propagation
(GTP) method to resolve the challenge of balancing model
efficiency and information preservation for efficient ViTs.
Inspired by graph summarization algorithms, GTP metic-
ulously propagates less significant tokens’ information to
spatially and semantically connected tokens that are of
greater importance. Consequently, the remaining few to-
kens serve as a summarization of the entire token graph,
allowing the method to reduce computational complexity
while preserving essential information of eliminated to-
kens. Combined with an innovative token selection strat-
egy, GTP can efficiently identify image tokens to be prop-
agated. Extensive experiments have validated GTP’s ef-
fectiveness, demonstrating both efficiency and performance
improvements. Specifically, GTP decreases the computa-
tional complexity of both DeiT-S and DeiT-B by up to 26%
with only a minimal 0.3% accuracy drop on ImageNet-1K
without finetuning, and remarkably surpasses the state-of-
the-art token merging method on various backbones at an
even faster inference speed. The source code is available at
https://github.com/Ackesnal/GTP-ViT.

1. Introduction

In recent years, Vision Transformer (ViT) has rapidly
emerged as the leading backbone for various computer vi-
sion tasks, demonstrating remarkable performance in image
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Figure 1. Comparisons among token reduction methods, taking
DeiT models [38] as backbones. Our GTP presents the best trade-
off between model efficiency and performance.

classification [13, 15,29,45], object detection [0,28,29] and
segmentation [0, 43]. Despite its impressive accomplish-
ments in the computer vision domain, the high computa-
tional cost hinders the applicability of ViT on devices with
constrained computing resources. As a result, improving
ViT’s computational efficiency has become a growing area
of interest in ViT research.

Various approaches have been explored to alleviate the
heavy computational burden on ViT, such as integrating self-
attention with convolution [7, 16,37,41,44] and designing
regional self-attention [3, 14,29]. In contrast to the methods
that put forward novel efficient architectures for ViT, token
pruning techniques [10, 18,21,25,31,34,42] are proposed
to expedite pre-established ViT models. In particular, token
pruning methods first measure the importance of each token
and then discard the insignificant ones, aiming to gradually
reduce the number of tokens involved in the computation.
While improving the model efficiency, pruning image tokens
inevitably leads to an irreversible information loss of the re-
moved tokens and subsequently compromises performance,
especially when a large number of tokens are eliminated.
Besides, token pruning methods necessitate further finetun-
ing to prevent a significant performance drop, which also
increases their computational cost. Regarding the defects
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Figure 2. Comparisons among existing token pruning [21,25, 34] (top), token merging [1] (middle) and our token summarization
(bottom) methods. Both token pruning and token summarization can efficiently measure the importance of each token and determine
which tokens should be discarded, providing a computational advantage over token merging. However, only token merging and token
summarization successfully preserve the information of eliminated tokens.

of token pruning, a recent study [1] suggests token merging
as a solution to preserve information and avoid finetuning.
However, token merging incurs a token-matching process
per layer with computational complexity proportional to the
feature dimensions and the square of the number of tokens,
making it less efficient than token pruning.

Limitations of the existing methods highlight a research
challenge: how to effectively balance the model efficiency
and information preservation for ViT models. Meanwhile,
how to enhance the efficiency of pre-trained ViT models
while achieving minimal performance drop without fine-
tuning also leaves an open research question, especially in
computing resource-constrained environments.

In this work, we present a novel Graph-based Token
Propagation (GTP) approach to address these challenges.
Motivated by graph summarization techniques [24,27,35]
that target generating condensed representations of a graph,
we redefine the problem of token removal and information
preservation as a token summarization task where remaining
tokens encapsulate the information of the removed ones.

First, we propose an innovative and efficient token se-
lection strategy for GTP to measure the importance of each
token. The token selection strategy is based on the regenera-
tion difficulty and broadcasting ability of each token, which
can be easily drawn from the attention map that has already
been calculated in the self-attention module. Consequently,
our token selection strategy is more efficient than pairwise
token matching in [1], and can perform on ViTs without the
[CLS] token while [10, 18,21,25,42] all depend on it. Sec-
ond, inspired by the message-passing mechanism in Graph
Neural Networks [2,20,39], GTP constructs an image token
graph and distributes the information of eliminated tokens
to their neighbours in the graph. As a result, GTP preserves
token information through multilateral relationships among

tokens while the existing token merging method [1] concen-
trates exclusively on one-to-one matching and merging. The
kept tokens eventually make up a smaller representation of
the image without abandoning much information. Figure 2
illustrates the comparison between our method and previous
approaches. Moreover, we observe that directly discarding
tokens in a pre-trained ViT tends to yield a smoother at-
tention map after softmax activation. To resolve this issue,
our approach integrates attention map sparsification as an
anti-oversmoothing mechanism.

Our contributions are as follows: 1) we introduce a novel
and efficient token selection strategy (Section 3.2.1); 2) we
design a graph-based token propagation method to summa-
rize the whole image, preserving information of removed
tokens (Sections 3.2.2 and 3.2.3); 3) we sparsify the attention
map to enforce tokens to focus on significant information
(Section 3.2.4). Extensive experiments have demonstrated
the effectiveness of GTP. Remarkably, taking pre-trained
DeiT-B [38] as the backbone, GTP achieves 28% real infer-
ence speed up at the cost of merely a 0.3% accuracy drop
without finetuning, and outperforms state-of-the-art token
reduction methods in terms of the trade-off between perfor-
mance and efficiency, as illustrated in Figure 1.

2. Related works

Efficient Vision Transformers. Ever since the success of
Vision Transformer (ViT) [15], numerous studies have been
investigating efficient ViTs. Some approaches devise fast
self-attention computations that scale linearly or close to
linearly with respect to either input length or feature dimen-
sions [9,23,30,40,46]. Besides, some combine self-attention
layers with efficient convolutional layers [5,7,11,37,41]. Ad-
ditionally, regional self-attention methods [4,8, 14,28,29,43]
that calculate self-attention within a constrained area have



been proposed to reduce the computation complexity of
global token interactions. Distinct from these methods, our
method concentrates on expediting pre-trained ViTs with
plug-and-play components instead of proposing new back-
bone architectures.

Token pruning and merging. Leveraging the inherent re-
dundancy among image tokens, many studies have attempted
to reduce the number of tokens in ViTs [18, 25, 26,32, 34,

,42,48]. [34] introduces a predictor module to identify
tokens that can be removed without significant performance
degradation. [25] removes tokens based on their attention to
the [CLS] token. [ 18] scores and samples important tokens to
retain. However, these approaches result in information loss
of the discarded tokens and necessitate finetuning from pre-
trained models. Apart from the pruning-based methods, [1]
proposes a token merging method that maintains the informa-
tion by merging similar tokens, which does not need further
finetuning. Our method builds upon these ideas by introduc-
ing a graph-based token propagation technique, addressing
the limitations of existing token reduction strategies.

3. Methods
3.1. Preliminaries

Vision Transformer. The vanilla ViT [15] divides an input
image into several image patches, which are then projected
into image token embeddings. We denote the embedded
feature map of an image as X € RV*®, where N and C
are the number of tokens and the dimension of features,
respectively. Each ViT block comprises a multi-head self-
attention (MHSA) layer and a feed-forward network (FFN)
layer. In the MHSA layer, a layer-normalized feature map is
first linearly transformed into Query (Q), Key (K) and Value
(V) matrices. Then, ViT calculates the similarity between
each pair of tokens by the dot product between Query and
Key with a softmax activation as

KT
Vg

where A € RV*¥ is the attention map and dx = C is
the feature dimension of K. Additionally, the MHSA layer
calculates multiple attention maps to increase diversity.

A = softmax(

)s (1)

Graph Neural Network. Graph Neural Networks (GNNs)
are typically constructed by stacking message-passing layers,
during which all nodes in a graph update their representa-
tions by aggregating information from neighbours [2]. This
mechanism can also be regarded as each node propagating its
information to the neighbouring nodes. Graph Convolutional
Network (GCN) [20] employs the convolution operation as
a node aggregation method on the graph-structured data.
Given a graph G = {V, £} that consists of a set V of nodes

and a set £ of edges with its adjacency matrix A € RIVI*IVI,
GCN updates the node feature map Z € RIVI*XC by

GCN(Z) = o(D~ 2 AD™220), )

where © is the projection weight, o represents a nonlin-
. . 1 1. .

earity (i.e., ReLU), D~2AD™2 is the symmetrically nor-

malized adjacency matrix, and D is the degree matrix

Di,i = Zj Ai’j.

3.2. Efficient token propagation
3.2.1 Token selection

A swift and effective token selection strategy is essential for
identifying which tokens can be propagated and discarded
without significantly sacrificing. In our method, we evaluate
the importance of a token from two aspects.

Regeneration difficulty. We assume that a token is less
important than others if it is primarily aggregated by other
tokens during the self-attention process. These less impor-
tant tokens can be dropped since they are more easily to
be regenerated by other tokens and their information is less
significant in token summarization results. Specifically, the
regeneration difficulty score ~y; of an image token x; is calcu-
lated by the negative sum of attentions from all other tokens
to x; as

= |- Y Ay =e@ii-1), 3)
J€{0,..,N=1}\{i}

where @(-) is a permutation-invariant aggregator to fuse
the values from multiple heads. A greater +y; indicates a
more important token x;. Since we only need to know the
order of s corresponding to different image tokens rather
than the values themselves, the constant term in the formula
can be omitted, thereby v; = @®(A; ;). Consequently, the
regeneration difficulty scores I'y for all the image tokens
in a feature map X can be directly obtained from the main
diagonal of its attention map A as I'y = [vo, ...

[EB(A()’()), ceey GB(ANfl,Nfl)] = dzag(@(A))

7’YN71] =

Broadcasting ability. Despite the regeneration difficulty,
an image token is also indispensable if it considerably con-
tributes to other tokens in the self-attention computation. We
quantify the broadcasting ability of a token x; by adding up
the attention scores from this token to all other tokens and
denote the score as 1;:

Vi =S > Aji |- (4)

7€{0,... N=1}\{z}
The broadcasting ability score v reflects the significance of
a token’s role in broadcasting information to other tokens
in ViT. Specifically, we use Uy to denote the broadcasting
abilities for all the image tokens in a feature map X, where

Uy = [Yo,...,Yn-1]
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Figure 3. Graph-based Token Propagation (GTP) visualization. GTP constructs a graph of image tokens after the token embedding layer
only once. Within each transformer block, GTP utilizes the attention map computed in the MHSA layer to estimate the importance score for
each image token. Next, it propagates less significant tokens to important tokens w.r.t. a subgraph that only contains edges from propagated
tokens to kept tokens. As a result, the remaining tokens form a condensed graph representation of the entire image.

Token selection. Taking account of both regeneration diffi-
culty score I' and broadcasting ability score ¥, we keep
N — P tokens with the largest I' x W values and prop-
agate the rest P tokens. The propagated tokens are de-
noted by X € RP”*® while the kept tokens are denoted
by X* € RIWV=P)XC where N and P represent the total
number of tokens and the number of propagated tokens, re-
spectively. In addition, we exclude the [CLS] token from
the token selection procedure and retain it by default. In
particular, we choose maz(-) as the ®(-) by default.

Analysis. Our token selection strategy offers three key ad-
vantages. First, in contrast to [21, 34], our strategy does
not introduce additional parameters. Second, unlike [25],
our method can operate without the [CLS] token, which can
extend our method to ViTs that do not use the [CLS] token.
Moreover, our strategy is computationally efficient, as it
does not necessitate the calculation of pairwise similarities
among tokens, making it faster than [1] in practice. We have
compared different token selection strategies in Figure 5,
including mixed strategy of both regeneration difficulty and
broadcasting ability (MixedAttn), solely regeneration diffi-
culty (DiagAttn), solely broadcasting ability (BroadAttn),
[CLS] token attention (CLSA#tn) [25], cosine similarity be-
tween tokens (CosSim) [ 1] and random selection (Random).

3.2.2 Sparse graph construction

GTP regards the image tokens as nodes in a graph and con-
structs a sparse graph based on spatial and semantic rela-
tionships between tokens. Notably, the token graph is con-

structed subsequent to the token embedding layer only once
and remains static throughout the network, eliminating the
need for repeated construction in each layer.

Spatial graph. Since each image token corresponds to a
region on the raw image, we can simply generate a spatial
graph with respect to the tokens’ original locations on the
raw image. The adjacency matrix 4P of the spatial graph
is defined as
As-p"-mal _ { 1 ifx; and x; are adjacent and ¢ £ )
J 0 otherwise,
which enables GTP to capture the spatial information of im-
age tokens in a graph representation. The adjacency matrix
AsPatial s fixed for all images.

Semantic graph. While the spatial graph reflects the spa-
tial connections among tokens, capturing their semantic con-
nections is also essential. We leverage the cosine similarity
to measure the semantic affinity between tokens x; and x; in
the initial feature map Xy as
T
= L (6)
[lea] - [l

Then, the adjacency matrix A™"i¢ of the semantic graph
is defined as

As:e{nantic _
2¥)

where Tj represents the M"™ (M < N) largest cosine simi-
larity value of node x; to other nodes. T} serves as a threshold
to ensure that each token x; has a maximum of M edges.

CosSim(x;,x;)

1 if CosSim(x;,x;) > T; and i # j
0 otherwise,

(7



Distinct from the spatial graph, the semantic graph provides
image-specific relationships for token propagation.

Mixed graph. Next, we generate a mixed graph that effec-
tively represents both the spatial and semantic relationships
among tokens, by integrating the spatial graph and semantic
graph. The adjacency matrix .4 of mixed graph is simply the
union of Aspatial and Asemantic:

A= { 1 if AP = 1 or Agemandc — ®)
Note that none of the three graphs contains self-loops. In
GTP, the graph structure is only used to propagate informa-
tion from eliminated tokens to the remaining tokens. There-
fore, a token chosen for elimination never needs to gather
information from itself. Follow Equation 2, we symmetri-
cally normalize the graph as:

A=D2AD 2, 9)
where D is the diagonal degree matrix defined as D;; =
> j A, ;. Notably, the token graph is constructed only once
before the Transformer blocks.

0 otherwise.

Implementation optimizations. We offer a detailed intro-
duction to implementation optimizations for sparse graph
propagation and a fast algorithm for determining the M™
largest value in the supplementary material. In the following
experiments, we set A/ = 8 unless otherwise noted. We also
provide a study on the choice of M in the supplementary
material.

3.2.3 Token summarization

Motivated by the message-passing mechanism in GNNs
where a node distributes its information to neighbouring
nodes, we put forward the token summarization process in
which an image token propagates its feature to spatially and
semantically connected tokens. In each layer, GTP broad-
casts the propagated tokens X? to the kept tokens X* by

X° = X" + aAPX?, (10)

where « is a hyperparameter controlling the magnitude of
propagated token features. The term AP € RN-FP)xF jg
extracted from the normalized adjacency matrix A, such
that the row and column indices correspond to the kept and
propagated tokens, respectively. X° is the summarization
of image tokens in the current layer and participates in sub-
sequent computations. GTP implements the token prop-
agation process immediately after the MHSA module on
a layer-by-layer basis. After the token propagation proce-
dure, we only maintain the normalized adjacency matrix
As € RIV=P)x(N=P) for the remaining tokens X°.

3.2.4 Attention sparsification

Proportional attention. After reducing the number of to-
kens, the vanilla softmax outputs become smoother, which

could negatively impact performance [1,47]. To address this
issue, we introduce the proportional attention from [1] into
GTP. The proportional attention is computed as

T

Vg
where s € RYV*1 represents the size of each token. Further-
more, we use s* and s? to denote the sizes for kept tokens
and propagated tokens, respectively. The size of a kept token
is dynamically updated according to the number of tokens
that it has summarized:

5% = s* + aAPsP. (12)

A = softmax( + logs), (11)

Attention map sparsification. In addition to proportional
attention, we refine the attention map by filtering out trivial
attention values. In particular, we maintain the largest § N
values in the attention map and assign a zero value to the
rest (1 — 6) N2 elements, where N is the number of tokens
and 6 € [0, 1] represents the attention sparsity. Attention
map sparsification helps to concentrate token attention on the
most significant signals, thereby relieving the smoothness of
the attention map and enhancing model performance.

4. Experiments

4.1. Implementation settings

All the experiments in this section focus on the image clas-
sification task using the ImageNet-1K dataset [12], which
contains approximately 1.28 million training images and 50
thousand validation images. We report the top-1 accuracy
on the validation set as the main performance metric. For
finetuned models, we utilize the same data augmentation and
training recipe as implemented in DeiT [38] and finetune
for only 30 epochs. The base and minimum learning rates
for finetuning are set to 10~° and 107, respectively. We
measure the inference speed for GTP and all other compared
models on the same NVIDIA A6000 GPU with fixed batch
size 128 unless noted otherwise. We ensure the PyTorch and
CUDA versions are the same for all the models.

4.2. Main result

We first apply our GTP on pre-trained DeiT-S [38], DeiT-
B [38], LV-ViT-S [19] and LV-ViT-B [19] without additional
finetuning and present the performance for various numbers
of propagated tokens in Table 1. These four models are
popular ViT backbones for token reduction methods. Table 1
demonstrates the capability of GTP to expedite ViT without
necessitating finetuning. In particular, when propagating
8 tokens per layer (i.e., P = 8), GTP achieves 25% real
throughput speed-up (1581.3 image/s vs 1268.3 image/s)
and 26% fewer computational complexity (3.4 GMACs vs
4.6 GMACs) with an insignificant accuracy decrease of 0.3%
(79.5% vs 79.8%) compared to full-size DeiT-S model. Even
for the more complex model, DeiT-B, GTP still accomplishes
a 26% reduction in computational complexity (13.1GMACs
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Figure 4. Visualization of token summarization results. We employ GTP on DeiT-B [38] and set the number of propagated tokens P to 8.
Unlike existing token pruning models that focus primarily on eliminating less significant background tokens, GTP ensures the retention of
certain background tokens, thereby providing a summarized representation of the original image.
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Backbone #Prop. | P=0|P=1 P=2 P=3 P=4 P=5 P=6 P=7 P=8 P=9 P=10 P=11 P=12 P=13 P =14
Acc. (%) | 79.8 79.9 79.8 79.8 79.8 79.8 79.7 79.7 79.5 79.4 79.2 79.1 78.8 78.6 78.3
DeiT-S [38] GMACs 4.6 4.5 4.3 42 4.0 3.9 3.7 3.6 3.4 33 3.2 3.0 2.9 2.7 2.6
img/s | 1265.3 | 1236.7 1259.3 1325.5 1369.7 14242 1471.0 1511.8 1581.9 16450 17249 1784.8 1874.6 19655 21343
Acc. (%) | 81.8 81.9 81.9 81.8 81.8 81.7 81.6 81.6 81.5 81.4 81.1 80.9 80.7 80.4 80.0
DeiT-B [38] GMACs | 17.6 17.0 16.5 15.9 15.4 14.8 14.2 13.7 13.1 12.6 12.1 11.6 11.0 10.4 9.8
img/s 408.8 | 405.1 4182 4323 449.1 4623 480.1 5002 521.8 5444 5775 6018 6300 659.6 703.6
Acc. (%) | 833 83.0 82.8 82.6 82.4 82.4 82.2 82.1 81.9 81.7 81.5 80.8 80.0 - -
LV-ViT-S [19] | GMACs 6.6 6.4 6.1 5.9 5.7 5.4 52 5.0 4.8 4.6 4.4 4.1 39 - -
img/s 940.9 | 870.6 9023 940.7 978.0 1038.2 1081.5 1159.7 1208.8 1258.7 1338.6 14192 1513.3 - -
Acc. (%) | 84.0 83.8 83.7 83.6 83.4 83.3 83.2 83.0 82.8 82.5 - - - -
LV-ViT-M [19] | GMACs | 12.7 12.1 11.5 10.9 10.3 9.7 9.1 8.5 8.0 7.4 - - -
img/s 524.8 | 496.9 521.3 5499 5825 6243 6674 7157 7706 833.6 - -

Table 1. GTP main results on ImageNet-1K without finetuning. In this table, we report the best top-1 accuracy for various numbers of

propagated tokens P among different hyperparameter settings. P = 0 represents the full-size backbone model. Note that LV-ViT-S and
LV-ViT-M [19] can reduce at most 12 and 9 tokens per layer, respectively.

vs 17.6GMACS) and approximately 28% improvement in
inference speed (521.8 image/s vs 408.8 image/s) with a
mere 0.3% drop in accuracy (81.5% vs 81.8%). We also
visualize some token summarization examples in Figure 4.

4.3. Comparisons with state-of-the-art methods

In Tables 2 and 3, we present comparisons of GTP against
token pruning and token merging methods, including Dy-
namicViT [34], EViT [25], ATS [18], Evo-ViT [42], Tri-
Level [22] and ToMe [1]. We present the top-1 accuracy,
computational complexity (measured in GMACsS), and infer-
ence speed (measured in images per second) for comparison.
We compare these benchmarks since they have released their
official source codes so that we can reproduce the results for
these models both with and without finetuning for various
computational complexities. More implementation details
are provided in the table captions.

Table 2 displays both finetuned and finetune-free results
on DeiT-S. At a similar inference speed, GTP can match the
performance of token pruning methods with finetuning and
outperform them when a larger number of tokens are elimi-
nated. For instance, at the same computational complexity
of 2.6GMACs, GTP exceeds EViT by 0.2% top-1 accuracy
(79.1% vs 78.9%), which reflects GTP’s ability to preserve
information. It is worth noting that when a substantial num-
ber of tokens are dropped, token pruning methods would
suffer a dramatic accuracy drop without finetuning. Table
3 presents the finetune-free results on DeiT-B, where GTP
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Figure 5. Comparisons of different token selection strategies.
We apply different token selection strategies with GTP and report
the top-1 accuracy for various numbers of propagated tokens (P).

surpasses all the compared models at a similar inference
speed. The naive elimination of tokens leads to a consid-
erable performance decline in token pruning methods. For
instance, when reducing the computational complexity of
DeiT-B to 8.8GMACs, EViT can only obtain 75.1% top-1
accuracy, which is worse than its performance on DeiT-S
(76.8%) with merely 2.6GMACSs complexity. On the con-
trary, GTP reaches 78.3% accuracy, surpassing EViT by a
significant 3.2% top-1 accuracy. The only exception, ATS,
maintains the performance at the cost of extremely slower
inference speed. This indicates that token pruning methods
struggle to preserve the information of pruned tokens while
remaining efficient and are ineffective without finetuning.
In contrast, GTP achieves the best trade-off between model
performance and efficiency without finetuning, which is also
shown in Figure 1.



Approx. 3.5 GMACs Approx. 3.0 GMACs Approx. 2.6 GMACs Approx. 2.3 GMACs

Method #Param| w/F w/o F Speed w/F w/o F Speed w/F w/o F Speed w/F w/o F Speed

Acc (%) Acc (%) (img/s) Acc (%) Acc (%) (img/s) Acc (%) Acc (%) (img/s) Acc (%) Acc (%) (img/s)
DyViT [34] [22.8M 79.6 74.0 14784 (x1.30)| 79.3 674 1700.1 (x1.36) | 78.5 583 19809 (x1.47)| 77.5 51.7  2217.7(x1.48)
EViT [25] 22.1IM | 79.8 79.2  1600.5(x1.40)| 79.5 78.5 1852.3(x1.48)| 789 76.8 2144.5(x1.60)| 785 74.1  2393.8(x1.67)
Evo-ViT [42] |22.1M | 78.4 79.0 1439.3(x1.26) | 78.2 774 16554 (x1.33)| 78.0 75.0 19279 (x1.44)| 717 72.1  2016.7 (x1.41)
Tri-Level [22]|22.1M | 79.5 67.6 13459(x1.08)| 79.1 67.6 1551.2(x1.24)| 78.8 67.6 1793.8(x1.34)| 78.1 67.6  2013.2(x1.41)
ToMe [1] 22IM | 797 794 15367 (x1.35)| 794 792 1746.0(x1.40)| 789  78.6 1934.0(x1.44)| 784  78.1 2154.7(x1.51)
ATS [18] 22.1IM | 79.7 79.5 1140.6 (x1.00) | 79.7 79.2 1248.1(x1.00) | 79.0 78.6 1343.0(x1.00) | 78.6 78.2  1429.4 (x1.00)
GTP (ours) |22.IM | 79.7 79.5 1581.9(x1.39)| 79.5 79.1 1784.8(x1.43)| 79.1 783 21343 (x1.59)| 78.6 77.8  2304.7(x1.61)

Table 2. Comparisons with state-of-the-art methods, taking DeiT-S [38] as the backbone. ”w/ F” and "w/o F” represent the performance
with and without 30-epoch finetuning, respectively. We categorize the performance in terms of computational complexity. For example,
Approx. 3.5GMAC:s stands for the computational complexity at about 3.5 GMACsSs, which is equivalent to the keep ratio at 0.8 for

DynamicViT [34], EViT [

] and Tri-Level [22], selection ratio at 0.7 for Evo-ViT [42], ATS block from layers 7 to 11 for ATS [18] and the

number of reduced tokens at 8 per layer for ToMe [1] and our GTP. More details are provided in the supplementary material. We leverage the
slowest inference speed in each category as the baseline (i.e. x1.00) for speed comparisons. To ensure fairness, we reproduce the finetuned
results for these models using their officially released codes. Figure 1a shows visualized comparisons. Bold font means better.

Approx. 15.3 GMACs

Approx. 13.1 GMACs

Approx. 11.6 GMACs

Approx. 9.8 GMACs

Approx. 8.8 GMACs

Method #Param | %) Speed Gmgls) | Acc (%) Speed (mgls) | Acc (%) Speed Gmg/s) | Ace (%) Speed Gmg/s) | Acc (%) Speed (mgls)
DyViT [37] | 895M | 799 4200 (x1.14) | 777 489.0(x1.20) | 755 579.7(x1.28) | 69.5 6762 (x1.30) | 50.2 7842 (x 1.44)
EViT [25] 86.6M | 817 4472(x1.21) | 813 513.0(x1.26) | 80.5 5932(x1.31) | 787 6854(x1.32) | 75.1 787.4(x1.44)
Evo-ViT [42] | 86.6M | 81.5  430.6(x1.17) | 809 4922(x1.21)| 79.1 5702(x1.26) | 758 665.6(x1.28) | 60.6  736.6(x1.35)
Tri-Level [22] | 86.6M | 64.6  398.9(x1.08) | 64.6 466.7(x1.14) | 646 539.7(x1.19) | 646 6229(x1.20) | 64.6  707.7 (x1.30)
ToMe [1] 86.6M | 81.6 435.1(x1.18) | 812 5049 (x1.24) | 80.6 584.5(x1.29) | 79.5 678.6(x1.31) | 77.8  764.0 (x1.40)
ATS [18] 86.6M | 818 3683 (x1.00) | 817 407.9(x1.00) | 814 453.7(x1.00) | 80.5 519.6(x1.00) | 79.6 5452 (x1.00)
GTP (ours) | 86.6M | 818 449.1(x1.22)| 815 521.8(x1.28)| 809 60L8(x1.33)| 80.0 703.6(x1.35)| 783  778.5(x1.43)

Table 3. Comparisons with state-of-the-art methods without finetuning, taking DeiT-B [38] as the backbone. Due to the computing
resource limitation, we only present the finetune-free results for DeiT-B. All the formats presented in this table align with the format in

Table 2. Figure 1b shows visualized comparisons. Bold font means better.

4.4. Ablation studies

4.4.1 Token selection strategy

In Figure 5, we compare different token selection strategies,
including mixed strategy of both regeneration difficulty and
broadcasting ability (MixedAttn), solely regeneration diffi-
culty (DiagAtn), solely broadcasting ability (BroadAttn),
[CLS] token attention (CLSAf#tn) [25], cosine similarity be-
tween tokens (CosSim) [ 1] and random selection (Random).
Figure 5 demonstrates that our token selection strategy con-
sistently outperforms the other methods w.r.t. different num-
bers of eliminated tokens. Besides, simply adopting the
regeneration difficulty score (i.e., DiagAttn) can achieve
close or even higher performance than that of the traditional
[CLS] attention. Considering that many new ViT architec-
tures do not contain the [CLS] token, our method illustrates
a potential solution for token pruning methods on them.

4.4.2 Graph type
We study the token graph types in the token summarization
process and report their best top-1 accuracy in Table 4. Graph
type None represents for only selecting and removing tokens
without propagation, which is analogous to layer-by-layer
token pruning. For semantic graphs, we set the number of
semantically connected tokens (M) to 8 by default, thereby
creating a graph of equivalent size to the spatial graph.
Primarily, we note that relying solely on a semantic graph
can yield substantial performance as using the mixed graph
in most scenarios. It indicates that the semantic relationship
among tokens is more important than the spatial relationship.

Backbone Graph type R 7‘200 53%3 TP -1
Mixed 798 795 791 783
) Spatial 798 795 789  78.1
DelTS 381 | semantc | 798 794 790 782
None 796 7192 787 716
Mixed 817 815 809  80.0
. Spatial 81.8 814 809 798
DelTB [38] | goantc | 818 815 809  80.0
None 817 814 807 796

Table 4. Ablation study on graph types.

Backbone Sparsity Prop. Acc (%)
attn. [ P=4 P=8 P=11 P =14

1.0 n/a 79.7 79.2 78.7 77.6
0.9 79.7 79.3 79.0 78.2
0.8 79.7 79.4 79.0 78.1

DeiT-S [38] 0.7 vV 79.8 79.4 79.1 78.2
0.6 79.8 79.5 79.0 78.3
0.5 79.8 79.4 79.0 78.0
best X 79.7 79.3 78.8 77.8
1.0 n/a 81.7 81.4 80.7 79.8
0.9 81.7 81.4 80.9 80.0
0.8 81.7 81.5 80.9 79.9

DeiT-B [38] 0.7 v 81.7 81.5 80.9 79.9
0.6 81.8 814 80.9 79.9
0.5 81.8 81.5 80.9 80.0
best X 81.8 81.5 80.9 79.9

Table 5. Ablation studies on attention sparsity. Attention sparsity
at 1.0 represents the result without the attention sparsification. Prop.
attn. stands for using proportional attention. Best stands for the
best attention sparsity for each number of propagated tokens P.

Secondly, we observe that the effectiveness of graph prop-
agation signifies when the number of eliminated tokens P
increases. For instance, on DeiT-B, graph propagation can
only enhance the top-1 accuracy by 0.1% when P = 4 or
P = 8, but this accuracy difference escalates to 0.4% when



Method P=0 P =10 P =20 P =30 P =40 P =50

Acc (%) Speed (img/s) | Acc (%) Speed (img/s) | Acc (%) Speed (img/s) | Acc (%) Speed (img/s) | Acc (%) Speed (img/s) | Acc (%) Speed (img/s)
ToMe [1] 85.8 483 85.8 53.5 85.7 59.7 85.5 67.2 85.3 75.9 84.9 86.8
GTP (ours) : ) 859 57.6(+7.6%)| 858 63.7(+6.7%)| 857 74.6 (+11.0%)| 85.5 83.2(+9.6%)| 853  95.5(+10.0%)

Table 6. GTP performance on ViT with more tokens. We validate GTP’s effectiveness and efficiency on ViT-B-Patch8 [
785 tokens. Due to our GPU memory constraints, the inference speeds are tested with batch size 32.

], which has

Backbone #Prop. |P=0|P=1 P=2 P=3 P=4 P=5 P=6 P=7 P=8 P=9 P=10 P=11 P=12 P=13 P =14
Acc. (%) | 84.0 | 84.1 840 838 838 837 837 837 836 835 83.4 83.3 83.1 82.7 823
ViT-Medium-GAP [15] | GMACs | 10.6 104 10.1 9.9 9.6 9.3 9.0 8.8 8.5 8.3 8.0 7.8 75 72 7.0
img/s 535.0 | 523.7 536.8 552.7 566.7 581.5 598.0 6153 6350 6565 670.8 7487 7789 8056  833.6

Table 7. GTP results on ViT model without the [CLS] token without finetuning.

P = 14. Meanwhile, graph propagation benefits small mod-
els more than large models. For example, graph propagation
can increase the top-1 accuracy by 0.7% on DeiT-S when
P = 14, in contrast to only 0.4% for DeiT-B, which is a
significant improvement in the field of expediting ViTs. We
think this is because larger ViT models are more robust when
confronted with image information loss.

4.4.3 Attention sparsification

We conduct an ablation of the proportional attention utilized
in the GTP method, as detailed in Table 5. For DeiT-S, we
observe that proportional attention consistently enhances per-
formance. For example, it increases the best top-1 accuracy
of DeiT-S by 0.5% when P = 14. However, it becomes less
effective on DeiT-B with only trivial improvements. We then
explore the attention sparsity presenting the top-1 accuracy
for different attention sparsities. Similar to the results of
proportional attention, we find that attention sparsification
is less impactful for larger models. For example, when re-
moving 14 tokens per layer, a proper attention sparsity can
increase the top-1 accuracy for DeiT-S by 0.7%, much higher
than the accuracy increase on DeiT-B, which is only 0.2%.
We think this is also because larger models are more robust
than their smaller counterparts and already concentrate on
the most significant parts of an image. In other words, the
attention map of DeiT-B is already fairly sparse.

4.5. Anti-oversmoothing

Figure 6 illustrates the trend of average cosine similarity
between image tokens in each layer for various token reduc-
tion models. A higher average cosine similarity indicates a
more severe oversmoothing problem where all the remaining
tokens tend to be similar. Oversmoothing would lead to
performance degradation both in GCN and ViT. Our GTP
can mitigate the oversmoothing problem and yield lower
similarities between image tokens, which is one of the key
factors to our outstanding performance.

4.6. Performance on ViT with more tokens

The token selection and fusion strategies of our GTP
are more efficient than those of ToMe [1]. We provide a
theoretical comparison of computational complexities in the
supplementary material. In this section, we present empirical
comparisons between GTP and ToMe, taking ViT-B-Patch8
[15] as the backbone. ViT-B-Patch8 contains 765 tokens,

o
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Figure 6. Average cosine similarity. We calculate the average

cosine similarity among image tokens in each layer for various
token reduction methods finetuned on DeiT-S.

56 7 & 8 10 11 12

significantly more than ViT-B or DeiT-B which holds only
197 tokens. Experimental results in Table 6 demonstrate that
with more tokens in the backbone ViT, our GTP achieves
better performance and around 10% faster inference speeds.

4.7. Performance on ViTs without the [CLS] token

As introduced in section 3.2.1, GTP selects tokens with-
out the need for [CLS] token. In Table 7, we present GTP’s
results on ViT-Medium-GAP [ 5] where global average pool-
ing is used instead of the [CLS] token. It is worth noting
that [ ] cannot work with this backbone.

b} s 5

4.8. Additional experiments

In the appendix, we provide additional ablation studies on
the hyperparameter « in token propagation and the number
of semantic neighbours M. We also provide GTP’s perfor-
mance on large ViT models and a theoretical analysis of the
computational complexity.

5. Conclusion

In this work, we treat the challenge of expediting ViTs for
computing resource-constrained environments by reducing
tokens as a token summarization task. We present a graph-
based token propagation (GTP) method to address this issue
without the need for finetuning. GTP constructs a sparse
graph representation for image tokens and strategically se-
lects less important tokens for propagation based on their
regeneration difficulty and broadcasting ability. Then, GTP
propagates the information of insignificant tokens into the
other remaining tokens, which constitutes a condensed token
representation. Extensive experiments have demonstrated
the efficacy and efficiency of GTP. We hope our work can
inspire future research in token reduction for ViTs.
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A. Implementation optimizations

First, we note that both the spatial graph and semantic
graph are sparse graphs, with graph sparsity % and X re-
spectively. For ViT [15] and DeiT [38] models, the total
number of image tokens N is usually 196, which indicates
less than 5% non-trivial values in the two adjacency matrices.
As a result, the mixed graph is also a sparse graph whose
sparsity is no more than % (less than 7% on average).
Therefore, we can store the graph in sparse tensors [33] and
perform sparse matrix multiplication to accelerate the graph
propagation in Sections 3.2.2 and 3.2.3. Besides, for batched
inputs that the sparse matrix multiplication does not sup-
port, we can use the scatter reduction operation to avoid the
dense matrix multiplication. Second, the threshold 7 for
sparsifying the semantic graph can be determined by finding
the M™ largest value in the unsorted array A™ with a
complexity O (V) rather than sorting the whole array with a
complexity O(N log N).

B. Experiment settings

We provide the hyperparameter settings for the compared
methods in Tables 8 and 9. These hyperparameters are used
to control the reduced computational complexity for the
backbone ViT, ensuring fair comparisons.

C. Additional experiments
C.1. Larger ViT backbones

In the main submission, we have validated GTP’s effec-
tiveness on small to medium-sized ViT backbones. More-
over, we employ GTP on two large-size ViT backbones:
ViT-L [15] and EVA-L [17], which represent ViT backbones
with and without the [CLS] token, respectively. Since ViT-L
and EVA-L both have 24 layers, the maximum number of
propagated tokens P per layer is limited to 8. We also re-
produce the state-of-the-art ToMe [ 1] on these models and
present the comparisons in Table 10. It is worth noting that
ToMe consumes considerable GPU memory for computing
the cosine similarity in each layer. We omit the evaluation
on larger models (-H, -G) due to hardware constraints.

From Table 10, we point out that our GTP outperforms
ToMe in both model performance and efficiency. Such per-
formance difference is even more significant on ViT back-
bones without the [CLS] token. For instance, GTP achieves
85.4% top-1 accuracy at 212.0 image/second when taking
EVA-L as the backbone, surpassing ToMe’s 80.1% top-1
accuracy by a significant 5.3% at a similar inference speed.


https://pytorch.org/docs/stable/sparse.html
https://pytorch.org/docs/stable/sparse.html

Approximate computational complexity
Backbone | Method Hyperparameter 3.5 GMACs | 3.0 GMACs | 2.6 GMACs | 2.3 GMACs
DynamicViT [34] | base keep ratio p p=038 p=0.7 p=20.6 p=20.5
EViT [25] token keeping rate k k=028 k=07 k=06 k=0.5
Evo-ViT [42] selection ratio p p=0.7 p=0.5 p=04 p=0.3
DeiT-S [38] | Tri-Level [22] token keep ratio R Rr =0.8 Ry =0.7 Ry =0.6 Ry =0.5
ToMe [1] token reduce r per layer r=2=8 r=11 r=14 r =16
ATS [18] ATS block layers layer 7to 11 | layer6to 11 | layer Sto 11 | layer 3 to 11
GTP (ours) propagated tokens P per layer | P = 8 P =11 P=14 P =16

Table 8. Hyperparameter settings for the baseline methods, taking DeiT-S as the backbone.

. . Approximate computational complexity

Backbone | Method Hyperparameter 153 GMACs | 13.1 GMACs | 11.6 GMACs | 9.8 GMACs | 8.8 GMACs
DynamicViT [34] | base keep ratio p p=0.9 p=0.8 p=0.7 p=0.6 p=0.5
EViT [25] token keeping rate k k=109 k=0.8 k=0.7 k=0.6 k=0.5
Evo-ViT [42] selection ratio p p=028 p=0.7 p=0.5 p=04 p=0.3

DeiT-B [38] | Tri-Level [22] token keep ratio R Rr =0.9 R =0.8 Rr =0.7 R =0.6 Rr =0.5
ToMe [1] token reduce r per layer r=4 r=238 r=11 r=14 r =16
ATS [18] ATS block layers layer 9to 11 | layer8to 11 | layer6to 11 | layer3to 11 | layer 1to 11
GTP (ours) propagated tokens P per layer | P = 4 P =38 P =11 P =14 P =16

Table 9. Hyperparameter settings for the baseline methods, taking DeiT-B as the backbone.
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Figure 7. Top-1 accuracy of GTP on ImageNet-1K [12] for
various as. We evaluate the performance of GTP on both DeiT-S
and DeiT-B [38] without finetuning w.r.t. different o. For fair
comparisons, we employ the same graph type for propagation and
set the attention sparsity static at 0.6 for DeiT-S and 0.5 for DeiT-B,
respectively. The findings in this experiment are consistent across
different settings.

C.2. Graph propagation hyperparameter «

In the graph summarization process X* = X* + a.APX?,
we use « to control the magnitude of information broadcast
from propagated tokens X” to kept tokens X*_ In this section,
we investigate the performance of GTP with respect to differ-
ent « and visualize the results in Figure 7. In general, as «
increases within the range of [0, 1], the corresponding accu-
racy first rises and then declines, reaching its peak between
0.270.4 for DeiT-S and 0.170.3 for DeiT-B. We explain this
phenomenon from two aspects. First, when « is approaching
0, the propagated information becomes trivial, leading to a
situation where the propagated tokens’ information is not
preserved. When o = 0, this process merely prunes tokens.

Secondly, as « increases, the propagated information grad-
ually dominates the original information of the remaining
tokens, which results in an over-smoothing problem and
subsequently hinders performance.

C.3. The number of graph neighbours

We study the influence of the number of semantic neigh-
bours M on model performance and plot the accuracy in
Figure 8. For fair comparisons, we apply GTP on DeiT-S
and DeiT-B with static attention sparsity and alpha at 0.5
and 0.2, respectively. Figures 8(a) and 8(c) illustrate the
results obtained by only employing the semantic graph for
token propagation, with respect to different M. It can be
observed that when the number of propagated tokens P is
small (e.g., P = 4 or P = 8), increasing the semantic neigh-
bours would first slightly improves the accuracy and then
converges. However, when P becomes large (e.g., P = 14),
increasing the semantic neighbours may lead to a perfor-
mance drop. This can be attributed to the aggregation of
redundant information, where one kept token encapsulates
an excessive number of propagated tokens that may not be
semantically close to it. Figures 8(b) and 8(d) show that
integrating the semantic graph with the spatial graph stabi-
lizes the trend of accuracy, indicating the significance of the
spatial relationship in token summarization.

C.4. Computational complexity comparison

As stated in the Introduction section, ToMe [ | ] encounters
a computational bottleneck in the pair-wise token matching
process, whose computational complexity is proportional to
the feature dimensions and the square of the number of to-
kens. Compared with ToMe, GTP demonstrates faster infer-



P =0 P=1 P =2 P =3 P =4 P=5 P=6 P=7 P=38

Backbone |Method Acc. Speed |Acc. Speed |Acc. Speed |Acc. Speed |Acc. Speed |Acc. Speed |Acc. Speed |Acc. Speed |Acc. Speed
(%) (imgfs)| (%) (imgfs)| (%) (img/s)| (%) (img/s)| (%) (img/s)| (%) (imgls)| (%) (imgfs)| (%) (img/s)| (%) (img/s)
VITL [3] ToMe [ 1] 358 1234 85.8 122.0 [85.7 132.1 |85.5 142.2 |853 153.8 |850 169.0 [84.7 184.8 [84.2 204.0 |83.7 2285

GTP (ours) 85.8 1254 |85.8 134.4 |85.8 1449 (855 157.4 |853 172.0 |85.0 188.3 |84.3 208.8 |83.7 234.0
EVA-L [17] ToMe [1] 379 1231 87.7 123.6 |87.6 1323 [87.3 1425 |87.0 1552 |86.5 169.6 [85.6 1859 |84.0 207.0 |80.1 230.9
GTP (ours)| " 1879 125.6 |87.8 134.6 |87.8 145.3 |87.7 158.0 |87.5 172.5 |87.2 188.9 [86.5 212.0 |85.4 234.9

Table 10. Performance on larger ViT models. We validate GTP’s performance on two large-size ViT models, ViT-L [15] and EVA-L [17],
where ViT-L employs the [CLS] token while EVA-L does not have the [CLS] token. Since both models have 24 layers, we can eliminate at
most § tokens per layer. Bond font means better. GTP constantly outperform ToMe on large ViT models with and without the [CLS] token.
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(a) GTP on DeiT-S with semantic graph (b) GTP on DeiT-S with mixed graph (c) GTP on DeiT-B with semantic graph (d) GTP on DeiT-B with mixed graph

Figure 8. Top-1 accuracy of GTP with various numbers of semantic neighbours V. We evaluate the performance of GTP on both
DeiT-S and DeiT-B [38] without finetuning w.r.t. different numbers of semantically connected neighbours.

ence speed and accomplishes better information preservation Besides, ToMe merges M tokens in each layer, whose to-
results. In this section, we provide an in-depth analysis of tal computational complexity is M C' in each layer. As a
the enhancements in computational efficiency achieved by result, the total additional computational complexity Grome
GTP. introduced by ToMe is calculated as

As a plug-and-play component, GTP inserts the token .
summarization module between the MHSA layer and the _ 1. 5
FFN layer in each ViT block, which behaves analogously Grome = Z (ZNl C+MC)
to ToMe. Therefore, when the number of eliminated tokens =1 .
is the same, the computational complexity of the backbone 1 2
model for GTP and ToMe should be the same. Consequently, 4 ¢ Z N +L1MC

. ... . 1=1
we only consider the additional computational costs (e.g., I
token matching, token selection and token propagation) in- 1 C N—( 2

== - (l-1)M LMC
troduced by the two models in this analysis. We list the 4 ;( ( JM)"
denotations before the theoretical analysis as follows: o

L
1
=-C N2 —2(0—1)NM + (1 —1)>M?
N : The total number of tokens in the backbone network. 4 ; ( ( ) ( ) )

N; : The number of remaining tokens in layer !, where + LMC
N=N-({I-1)M. 1, 1 9
M : The number of eliminated tokens in each layer. - ZLN ¢+ 4 (L= L)NMC
C : The dimension of features. + (iLS + iL2 + EL)MZC’ +LMC
12 12 8
L : The total number of layers. (14)
H : The number of heads. We then calculate the computational complexity for GTP.
(13) GTP first constructs the semantic graph for an input image
For ToMe, the token matching processing first splits tokens after the token embedding layer with a computational com-
into two sets and then calculates the cosine similarity be- plexity N2C. Next, it selects tokens with a computational
tween each pair of tokens from the two sets. The com- complexity at most HN; in layer . And finally, the to-

putational complexity for this process in layer [ is %N 2C. kens are propagated with computational complexity at most
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Figure 9. Comparisons on the additional computational com-
plexities introduced by ToMe [1] and our GTP. We plot the
computational complexity (measured in MMACs) with respect to
the dimension of token features in (a) and the total number of tokens
in (b).

(N; — M)MC in layer I. Consequently, the total additional
computational complexity Ggrp of GTP is

L
Garp = N°C+ > (HN, + (N, — M)MC)
=1

L
=N?C+ Y (H(N - (I—1)M)
=1
+ (N = (1—1)M — M)MC)

:N%HJHN+LMNC—%@?<DHM

—;L+Bmﬁa

15)
Given N =197, L =12, H =6,C =384 and M =8
for DeiT-S, we can get Ggrp ~ 20.1MMACS, which is
smaller than Grome =~ 28.3MMACs. On DeiT-B where
N =197,L = 12,M = 8 H = 12 and C = 768, we
observe that Ggrp ~ 40.5MMACs is much smaller than
Grome ~ 57.3MMACsSs. Figure 9 illustrates the additional
computational complexity change with respect to the total
number of tokens N and the feature dimensions C. It is
obvious that our GTP introduces far less additional compu-
tational complexity than ToMe, and the difference signifies
when N and C increase. It indicates the efficiency of GTP
on large-size ViTs whose feature dimensions may exceed
1024, as well as on ViTs for dense prediction tasks where

the number of tokens may be more than 1024.
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