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Abstract

We present LInKs, a novel unsupervised learning method
to recover 3D human poses from 2D kinematic skeletons
obtained from a single image, even when occlusions are
present. Our approach follows a unique two-step process,
which involves first lifting the occluded 2D pose to the 3D
domain, followed by filling in the occluded parts using the
partially reconstructed 3D coordinates. This lift-then-fill
approach leads to significantly more accurate results com-
pared to models that complete the pose in 2D space alone.
Additionally, we improve the stability and likelihood es-
timation of normalising flows through a custom sampling
function replacing PCA dimensionality reduction previously
used in prior work. Furthermore, we are the first to inves-
tigate if different parts of the 2D kinematic skeleton can be
lifted independently which we find by itself reduces the er-
ror of current lifting approaches. We attribute this to the
reduction of long-range keypoint correlations. In our de-
tailed evaluation, we quantify the error under various re-
alistic occlusion scenarios, showcasing the versatility and
applicability of our model. Our results consistently demon-
strate the superiority of handling all types of occlusions in
3D space when compared to others that complete the pose
in 2D space. Our approach also exhibits consistent accu-
racy in scenarios without occlusion, as evidenced by a 7.9%
reduction in reconstruction error compared to prior works
on the Human3.6M dataset. Furthermore, our method ex-
cels in accurately retrieving complete 3D poses even in the
presence of occlusions, making it highly applicable in situ-
ations where complete 2D pose information is unavailable.

1. Introduction

Human pose estimation (HPE) is an important task in
computer vision with applications in various fields, such as
human-computer interaction, augmented reality, and health-

care [4, 10,21]. However, recovering 3D human poses from
a single image is known to be an ill-posed inverse problem,
as multiple different 2D poses can correspond to the same
3D pose. Traditional approaches in 2D-3D HPE have there-
fore required either multiple views of the subject or a depth
sensor, which limits their applicability in real-world scenar-
i0s where multiple views or depth sensors may be unobtain-
able. In recent years, unsupervised learning methods have
shown promising results in 3D HPE from single images,
where the model learns to extract 3D pose information from
2D poses without any 3D annotations [3,6,9,25,29]. How-
ever, these approaches operate by lifting the entire 2D kine-
matic skeleton during training which has several limitations.
Firstly, they do not account for occlusions or 2D keypoint
detection errors, making them unable to handle incomplete
or adjust to bad, information. As a result, the omission of
just a single joint will lead to these models being unable
to work. Secondly, lifting the entire 2D kinematic skeleton
may result in long-range correlations between anatomically
unassociated keypoints being learned during training. As a
result, the 2D coordinate of one keypoint may inappropri-
ately influence the 3D estimate of another that is far away.
This can lead to inaccurate pose estimations, especially in
relation to complex human poses with multiple degrees of
freedom. Thus, there is a need for more robust methods
that can effectively handle occlusions and account for the
complex dependencies between keypoints in the estimation
process. Our paper, therefore, makes the following impor-
tant contributions:

1.1. Lift then Fill Two-Stage Approach

Prior 2D-3D lifting research [3, 6, 14, 25, 26, 29] have
mainly assumed that 2D pose detection models can accu-
rately capture complete 2D poses from single images. We
argue that this assumption may be flawed. By using Open-
Pose on videos from the Human3.6M dataset, we found that
complete poses were detected in only 54.8% and 35.5% of
frames from the front and rear cameras respectively, with
an average full-pose retrieval rate of 45.1%. Put plainly,
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Figure 1. Overview of the lifting and occlusion handling of the LInKs approach. A partially detected 2D skeleton is obtained from an
occluded image. The 2D skeleton is broken into its corresponding torso, legs, and left and right-hand side keypoints which are provided to
their respective lifting networks whose outputs are combined to obtain a partial 3D pose. This partial 3D pose is provided to an occlusion
handling network which predicts the missing keypoints giving us our full 3D pose. In the above scenario the right arm is occluded therefore
the right-hand side and torso lifting networks are not used due to incomplete 2D keypoint information.

the previously mentioned approaches would only function
in 45.1% of all available frames. This can be attributed to
self-occlusion or 2D detection error, which results in miss-
ing limbs or keypoints in various scenes. To address this,
for the first stage of our approach, we lifted different seg-
ments of the 2D human pose independently of one another
to obtain a partial 3D pose in cases of occlusion. In the next
stage, this partial 3D pose was then seen by an occlusion
handling network which filled in the missing coordinates to
retrieve a complete 3D pose. An overview of these stages
can be seen in Figure 1. Our lift-then-fill approach has mul-
tiple benefits over handling the occlusion at the 2D stage
namely:

* Consistency with Human Anatomy: Human joints
have specific ranges of motion and dependencies on
neighbouring joints, which are more accurately cap-
tured in 3D. By choosing to fill in the occluded joints
solely in 2D space we may obtain poses that violate
anatomical constraints and look unnatural once lifted
into 3D.

* Reducing Model Complexity: As mentioned earlier,
a single 3D pose can have various corresponding 2D
representations. Consequently, a 2D occlusion model
must learn the multiple potential 2D pose interpre-
tations stemming from a single 3D pose. However,
addressing this challenge becomes more manageable
when working with partial 3D poses due to the inher-
ent consistency of 3D poses during rotations.

¢ Reducing Error Propagation: By tackling occlusion
in 3D space, we remove any errors or inaccuracies that
would have otherwise been propagated to the lifting
network. Even if a 2D occlusion handling network

managed to infer the 2D location of the occluded joint
relatively well, the lifting network may still struggle
to accurately convert them to the correct 3D coordi-
nates. This is especially true if the 2D occlusion han-
dling network introduces subtle errors or noise during
its process.

Further results of our OpenPose analysis investigating the
percentage of full poses detected in the Human3.6M dataset
can be found in the supplementary material.

1.2. Normalising Flow Sampling

Since unsupervised learning approaches can benefit
more from increased data than their supervised counter-
parts, it is beneficial to exploit multiple data sources [6].
To address the challenges of limited data sources within
3DHPE, we leverage the power of normalising flows both
in terms of their generative and likelihood capabilities. Put
simply, normalising flows are invertible functions that learn
to map between simple and complicated distributions. By
sampling from the estimated distribution during training,
we can therefore generate additional data, allowing us to
effectively exploit the limited data we have available. How-
ever, we found that random sampling led to the formation
of impossible and unnatural 2D poses. To solve this, we in-
troduced a new sampling approach that allowed the flow to
generate and learn more meaningful representations of the
data.

2. Related Work

There currently exist two main avenues of deep-learning
research for 3D HPE. The first learns the mapping of 3D
joints directly from a 2D image [12, 13, 15,18,22]. The sec-
ond builds upon an accurate intermediate 2D pose estimate,



with the 2D pose obtained from an image using techniques
such as Stacked-Hourglass Architectures [16] or Part Affin-
ity Fields [2] and lifting this 2D pose to 3D. This paper fo-
cuses on the latter 2D to 3D lifting avenue which can be
organized into the following categories:

2.1. Full and Weak Supervision

Fully supervised approaches seek to learn mappings
from paired 2D-3D data, which contain ground truth 2D
locations of keypoints and their corresponding 3D coordi-
nates. In comparison, weakly-supervised approaches do not
use corresponding 2D-3D data, instead using either aug-
mented 3D data during training or unpaired 2D-3D data.
Martinez et al. [14] introduced the first baseline fully con-
nected regression model that learned 3D coordinates from
their relative 2D locations in images. This fully super-
vised work also introduced the residual block architecture
which has been adopted as the standard in the field of 2D-
3D pose estimation. Yang et al. [28] used an adversarial
approach, with a critic network that compared their lifted
“in-the-wild” 3D poses against ground-truth 3D poses ob-
tained from a controlled setting. Wandt and Rosenhahn [26]
also followed this line of research but transformed their pre-
dicted and ground truth 3D poses into a kinematic chain
[24] before being seen by a Wasserstein critic network [7]
which reduced the overfitting present in direct 3D corre-
spondence. In contrast, Drover et al. [6] investigated if 3D
poses can be learned through 2D self-consistency alone, ro-
tating a predicted 3D pose and reprojecting it back into 2D
before passing it through the model for comparison. This
led to the discovery that an adversarial 2D critic network
was needed as self-consistency alone was not sufficient.
Conversely, Mehta et al. [15] and Kundu et al. [11] took
a transfer learning approach to 3D HPE. They used mixed
2D-3D labels and images in a unified network to predict
the 3D pose in scenarios where no 3D data was available.
Compared to fully-supervised approaches, weakly super-
vised methods generalise better to unseen pose scenarios.
However, they still struggle with poses that are very differ-
ent from those within the training data.

2.2. Unsupervised

Unsupervised approaches do not utilise any 3D data dur-
ing training, unpaired or otherwise. Kudo et al. [9] intro-
duced one of the first unsupervised adversarial networks,
utilising random reprojections and a 2D critic network un-
der the assumption that any predicted 3D pose, once rotated
and reprojected, would still produce a believable 2D pose.
Chen et al. [3] expanded this work and introduced an un-
supervised adversarial approach with the rotational consis-
tency cycle presented by Drover et al. [6]. Yu et al. [29]
built upon this work further. They highlighted that the tem-
poral constraints introduced in Chen et al. [3] may hinder a

model’s performance due to balancing multiple training ob-
jectives simultaneously, and proposed splitting the problem
into both a lifting and temporal scale estimation module.
More recently, Wandt et al. [25] dispensed with the critic
network and relied instead on the pose likelihood of a pre-
trained normalising flow, allowing for a more interpretable
loss during training. However, to stabilise the normalising
flow during training they performed PCA on the distribu-
tion of 2D poses, reducing the dimensionality as well as the
information present. Importantly, PCA may have hindered
one of the primary advantages of normalising flows, their
ability to learn exact bijective mappings between two dif-
ferent data distributions. Therefore, in our approach, we
removed dimensionality reduction and replaced it with gen-
erative sampling from the latent distribution during training.
Additionally, all previously mentioned approaches lift the
entire 2D pose to 3D during training making them insuffi-
cient in occlusion scenarios. To our knowledge, our study is
the first to utilise completely unsupervised networks to ex-
plore the feasibility of lifting different sections of a 2D pose
to 3D independently for the purpose of obtaining partial 3D
poses in occlusion scenarios.

2.3. Unsupervised 2D-3D Occlusion Handling

In our systemically undertaken review of published lit-
erature, only one prior work was identified that investigated
unsupervised 2D-3D lifting from a single image, OCR-Pose
by Wang et al. [27]. OCR-Pose incorporates two modules:
a topology invariant contrastive learning (TiCLR) module
and a view equivariant contrastive learning (VeCLR) mod-
ule. The TiCLR module aims to bridge the gap between an
occluded and unoccluded 2D pose while the VeCLR mod-
ule encourages the lifting network to produce consistent 3D
skeletons from multiple viewpoints. However, by complet-
ing the occluded pose solely in 2D space the the accuracy of
their approach is limited as previously discussed. We sug-
gest a different strategy. We attempted to generate a partial
3D pose using the available 2D keypoints and subsequently
fill in the occluded parts in 3D space. We find our alter-
native methodology reduced the error and we also simulate
more realistic occlusion scenarios than OCR-Pose during
our evaluation.

3. Method

In this section, we present our unsupervised learning ap-
proach for lifting 2D poses to 3D. Our 2D poses consisted of
N keypoints, (z;,y;), ¢ = 1...N, where the root keypoint,
located at the origin (0,0), was the midpoint between the
left and right hip joint. As monocular images are subject to
fundamental perspective ambiguity, deriving absolute depth
from a single view is not possible [3, 17]. To address this,
we adopted the practice of fixing the distance of the pose
from the camera at a constant ¢ units and normalising such



that the average distance from the head to the root keypoint
was % units in 2D, with ¢ being set to 10 as is consistent

with previous research [3,25,29].
3.1. Independent Lifting Networks

Our lifting networks, inspired by [14], were trained to
predict the 3D depth off-set (d) from the poses root key-
point for each 2D keypoint (z,y). The final 3D location of
a specific keypoint, x;, was then obtained via perspective
projection:

X = (i, ¥i%i, 2),

R 1
= max(1,d; + ¢). M

where Z;
where d; was our models’ depth-offset prediction for key-
point . We used independent lifting networks for the legs,
torso and left and right side keypoints and adopted this ar-
rangement as during our analysis with OpenPose, we no-
ticed that single-limb occlusions or same-side upper and
lower limb occlusions were the most common.

3.2. Normalising Flows with Generative Sampling

Normalising flows are widely used generative models
for estimating complex probability distributions, including
those of 2D poses. In our scenario, x is our 2D pose data
and z is the latent variable (Gaussian in our experiment)
such that x = f(z), where f is the flow function, the prob-
ability density function of the input data can be computed
by using the change of variables formula:

det (agj)) -

where pz(z) is the probability density function of the latent
variable z and px (z) is the probability density function of
the input data = (the 2D poses). The determinant of the Ja-

cobian matrix of the flow function, denoted by det (62(;) ) s

serves as a normalisation term that accounts for the change
in volume induced by the transformation f. Previously PCA
was used to reduce the dimensionality of 2D poses prior to
training the normalising flow [25]. The reason for this was
the high dimensionality of input data which prevented flow
optimisation. Using our approach, we found that this step
was not needed as we could incorporate pose sampling dur-
ing the training of our flows to increase stability. Specifi-
cally, while training the flow to maximise the likelihood of
the training data, we also maximised the likelihood of sam-
pled 2D poses drawn from the estimated distribution. How-
ever, our analysis revealed that simple random sampling can
cause the flow to collapse due to impossible 2D poses being
generated. We posit that this is due to the interconnected na-
ture of 2D keypoints which the flow may have trouble learn-
ing. To address this issue, we introduced a modified sam-
pling strategy that first obtained the estimated distribution

px () =pz(2) 2

samples of the true 2D poses. We then augmented this sam-
ple by adding Gaussian noise, scaled by a factor of ¢, and
the Gaussian features of the current sample, before passing
it through the inverse of the normalising flow to generate
new 2D poses. This modification can be expressed as fol-
lows:

X, = fo(z; + 0z, N(0,1)) 3)

where X/, is the sampled 2D pose, fy is the normalising flow
with parameters 6, z; is the estimated distribution sample
of a true 2D pose, o is a scaling factor and N (0, 1) is our
random Gaussian noise. Examples of poses drawn from the
latent distribution of our flow via random sampling and our
own sampling approach can be seen in Figure 2. During
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Figure 2. Showing 2D poses drawn from the learned latent space
of our normalising flows via random sampling (left) and our im-
proved sampling (right). Note how random sampling leads to ab-
normal poses such as limbs being too long and unnaturally bent

training, we updated the parameters of our normalising flow
to minimise the negative log-likelihood of both the sampled
and ground-truth 2D poses, defined as:

1 N
=5 Z [log pg (x;) + log pa(x;)] @)

where py is the probability density function estimated by
the normalising flow, and x; is the ground-truth 2D pose.
We trained a total of five normalising flows for our model.
Four flows were trained on the leg, torso, and left and right
side keypoints and were used for likelihood estimation dur-
ing the training of each corresponding lifting network. The
final normalising flow was trained on the entire pose and
was specifically used for the generative sampling of new
poses during the training of each lifting network and their
respective flows.

3.3. Independent Lifting, Rotational consistency
and Re-projection Likelihood.

Motivated by multi-view camera setups, where depth can
be inferred through re-projection to another view, unsuper-
vised learning utilises a virtual second view during training
to mimic this property [3,0,25,29]. Given a 2D input pose
Y.p € RVX2 3 corresponding 3D pose Y5 is obtained
via perspective prOJectlon Y s is then rotated by a rotation
matrix R to produce a new 3D pose. The azimuth angle of



R is obtained by random sampling from a uniform distribu-
tion between [—r, 7], with the elevation angle learned dur-
ing training as detailed in work by [25]. Subsequently, the
rotated 3D pose is re-projected back to 2D using the projec-
tion matrix P. This yields a new synthetic viewpoint of the
pose, represented by the matrix Yop € RV*2. The new
2D pose is then split into the leg, torso, and left and right
side keypoints before being given to our pre-trained nor-
malising flows for density estimation. As a result, each nor-
malising flow provides a likelihood value representing the
probability of each 2D segment occurring within the learned
distribution from the training dataset (Ly ). To promote
self-consistency during training, we passed Y.n through
the same lifting networks and obtain a new 3D pose from
this virtual viewpoint Ysp. We performed the inverse rota-
tion R~ on Y3p, and reprojected it back into 2D. Adopt-
ing this process enabled the original matrix of 2D keypoints
Y p to be recreated, thereby facilitating our model to learn
consistency. Specifically, our lifting networks sought to
minimize the following component:

Lop = |Yap —PR'Y3p )

As we lifted different 2D keypoints independently, each
lifter received its own Lop loss based on different key-
points. For instance, the right side lifter incurred a loss due
to the discrepancy between the original 2D keypoint coor-
dinates of the right wrist and its 2D coordinates once lifted
into 3D, inversely rotated, and re-projected. The Lop loss
for the left side lifter excluded this error, as it does not pre-
dict the 3D ordinate for this keypoint. In addition to the
2D loss, a 3D consistency loss is also included to improve
the self-consistency within our model. This loss compares
the original 3D pose predictions Y5 with the 3D pose ob-
tained when the predictions from the virtual viewpoint are
inversely rotated. The 3D consistency loss is given by:

Lsp = |Ysp — R Y3p (6)

During training, as we were using multiple lifting networks,
we produced three 3D poses for each pose of input. The
first pose was created by combining the results of the leg
and torso network. The second was produced by combining
the results of the left and right side lifting networks, with the
right side network predictions used for the spine, neck, head
and head-top keypoints. The third was produced identically
to the second but with the left side lifter predictions used
for the spine, neck, head and head-top keypoints. For the
first pose the elevation angle used within R was the average
value from the leg and torso lifting networks. For the second
and third pose the elevation angle used in R was the average
from the left and right lifting networks.

3.4. Occlusion Handling Network

The final stage of our proposed method involved the
transfer of knowledge from the independent lifting net-
works to our occlusion network O3 p. Specifically, we sim-
ulated various occlusion scenarios by masking a 2D pose
and then rearranged the lifting networks to obtain a partial
3D pose in this occlusion scenario. Our occlusion network
was then trained to predict the 3D coordinates for the oc-
cluded part when given this partial 3D pose as input. We
trained our occlusion models using knowledge distillation
and it learnt to match its own predictions of the missing co-
ordinates with that of the lifting networks if there were no
occlusions present. This loss is given by:

[/3Docc - H(Xmaym;im) - (ﬁoyyo;io)HQ (7)

where (X,,¥0,20) = O3p(Xp, ¥p, Zp)

where, (X, Ym, Zm ) represents the 3D coordinate predic-
tions of the missing part by our lifting networks if the oc-
cluded part was visible, (X,, ¥,,2,) represents the occlu-
sion models predictions of this missing part and (x, yp, Zp)
represents our partial 3D pose given as input to the occlu-
sion model.

3.5. Additional Losses

We included two additional losses within our study
which have shown to improve results in prior work. [25]
demonstrated that although many properties of the human
body are unknown in an unsupervised setting, relative bone
lengths are nearly constant among people [20]. Using this
assumption, we calculated the error between the predicted
poses’ relative bone lengths and a pre-calculated mean
(given in [25]):

1 N
Ly = 227" [|bs = bif)” (8)

where b; is the pre-calculated relative bone length of bone i,
b; is our models predicted bone length for bone ¢ and K is
the total amount of bones in our 3D pose. Our second loss
is that of temporal deformation introduced by [29], where
they showed that it was beneficial to consider the movement
between two poses at different time steps. As we were not
dealing with temporal data, we defined the same loss to be

the same between two different samples from the training
batch:

Laer = (Ysp — Yip) — (Ysp = Yip)I> )
where Y3p and Y3p are the predicted 3D poses from the

real and virtual viewpoint and a and b represent their posi-
tion in the training batch.



3.6. Training and Architecture

As previously stated, we trained four lifting networks
that each predicted the 3D coordinates for the leg, torso,
and left and right side respectively. The likelihood estima-
tion of each 2D segment obtained from the rotated and re-
projected 3D pose comes from a respective pre-trained nor-
malising flow. For the normalising flows we adopted the
neural network architecture proposed in [5], which includes
8 coupling blocks. Each sub-network responsible for pre-
dicting the affine transformation was comprised of 2 fully
connected layers with 1024 neurons and utilised the ReLU
activation function. As for the lifting networks, we drew in-
spiration from the works of [14] and [25]. These networks
were designed with two paths: one for predicting depth and
the other for estimating the elevation angle. Each path con-
sisted of 3 residual blocks with a shared residual block be-
fore each path. We trained our lifting networks and flows
for 100 epochs with a batch size of 256 using the Adam op-
timiser with an initial learning rate of 2 x 10~* which de-
cayed exponentially by 0.95 every epoch. Generative sam-
pling was included within the training of our flows and lift-
ing networks with a o of 0.2. The final objective function
for our lifting networks was:

Liigt = Lnp + Lop + Lap + Laey +50L,  (10)

Our occlusion networks were trained for 10 epochs with the
same optimiser and learning rate as the lifting networks.
To exploit the rotational coherence within 3D poses and
enhance the occlusion handling network’s adaptability, we
also randomly rotated the partial 3D poses fed into the oc-
clusion handling network. These rotations were executed
solely along the azimuth axis and ranged from — to 7.

4. Results and Evaluation

Here we compare the performance of both our lifting
networks and occlusion networks on two widely used 3D
datasets: Human3.6M [&] and MPI-INF-3DHP [15]. Our
findings indicate that in scenarios without occlusion, our
lifting model achieves superior performance on both the
Human3.6M and MPI-INF-3DHP datasets for all metrics
when compared to prior research. Moreover, we assessed
the effectiveness of our approach in handling 2D occlusion
on the Human3.6M dataset. Qualitative results of our ap-
proach in non-occlusion scenarios can be seen in Figure 3.

4.1. Human3.6M Results.

Human3.6M [8] is one of the largest and most widely
used pose datasets consisting of motion capture data and
videos captured from four viewpoints of eleven actors per-
forming diverse actions. The dataset is evaluated using
Mean Per Joint Position Error (MPJPE), which is the Eu-
clidean distance in millimetres between the predicted and

ground-truth 3D coordinates. Two common protocols are
employed when evaluating Human3.6M. The first is N-
MPIJPE which employs scaling to the 3D predicted pose
prior to evaluation. The second is PA-MPJPE where the
3D predicted pose undergoes Procrustes alignment to the
GT 3D pose prior to evaluation. Comparing our approach
against other approaches with differing levels of supervi-
sion (Table 1), it can be seen that our approach demon-
strates a 7.9% improvement over the current reference stan-
dard in unsupervised pose estimation [25] in PA-MPJPE
and a 5% improvement in N-MPJPE. Additionally, our
approach outperforms multiple adversarial unsupervised
methods [3,27,29].

Supervision Method PA-MPJPE | N-MPJPE |
Full Martinez et al. [14] 37.1 45.5
Caietal. [1] 40.2 48.8
Pavllo et al. [19] (T) 27.2 37.2
Weak Wandt and Rosenhahn [26] 38.2 50.9
Drover et al. [6] 38.2 -
Yang et al. [28] 37.7 58.6
Tung et al. [23] 79.0 -
Unsupervised ~ Chen et al. [3] 58.0 -
Yu et al. [29] (T) 42.0 85.3*
Wandt et al. [25] 36.7 64.0
Wang et al. [27] 44.7 -
LInKs (Ours) 33.8 61.6

Table 1. Evaluation results for the Human3.6M dataset in mm
where the input to the model are the GT 2D image keypoints. The
bottom section labelled unsupervised shows comparable methods.
[27] is the only comparable model that can also handle occlusions.
Best results in bold. Numbers are taken from their respective pa-
pers. * indicates the use of a scale prior from the dataset. T indi-
cates the use of additional temporal information.

4.2. MPI-INF-3DHP Results.

MPI-INF-3DHP [15] is a markerless MoCap dataset
containing the 3D human poses of § actors performing 8
different activities. We report the PA-MPJPE result as well
as the Percentage of Correct keypoints (N-PCK) and the
corresponding area under the curve (AUC). N-PCK is the
percentage of predicted coordinates that are within a fixed
threshold of 150mm to the ground-truth and AUC reports
the N-PCK at a range of thresholds between 0-150mm. The
results of our analyses using this dataset (Table 2) once
again demonstrated that our approach outperforms previ-
ous unsupervised and weakly-supervised approaches that
are unable to handle occlusions.

4.3. Results in Occlusion Scenarios.

To show quantitatively that it is better to first lift an oc-
cluded 2D pose to 3D space rather than complete the pose
in 2D space, we conducted an additional study on simu-



Supervision Method PA-MPJPE| N-PCK1 AUC1?T

Weak Kundu et al. [11] 939 84.6 60.8
Wandt and Rosenhahn [26] - 81.8 54.8
Unsupervised  Chen ef al. [3] - 71.1 36.3
Yu et al. [29] - 86.2 51.7
Wandt et al. [25] 54.0 86.0 50.1
LInKs (Ours) 49.7 86.3 54.0

Table 2. Evaluation results for the MPI-INF-3DHP dataset in sce-
narios without occlusion. The bottom unsupervised section shows
comparable models.

Figure 3. Showing qualitative results obtained from our LInKs
model when there is no occlusion present in the scene. The top 3
rows show results from the Human3.6M dataset and the bottom 3
rows show results from the MPI-INF-3DHP dataset.

lated occlusion scenarios on Human3.6M. First, we trained
a near-identical occlusion network Osp on the Human3.6M
dataset. The only difference between Osp and Osp was
that O2p would learn to predict the missing coordinates first
in 2D space before the full complete pose was then lifted
into 3D. Oy p was trained for 10 epochs with the exact same
optimiser and learning rate as O3p. We trained one network

for each type of occlusion evaluated. The results of this ex-
periment can be seen in Table 3 along with the occlusion
results of OCR-Pose presented in [27]. Qualitative results
of our model in simulated occlusion scenarios can be seen
in Figure 4. As shown, when we compare the two nearly
identical occlusion models, one completing the pose in 2D
space and the other in 3D space, and the same lifting net-
work, the 3D space occlusion model outperforms the 2D
space occlusion model when handling all types of occlu-
sion. It is important to note that the simulated occlusion in
OCR-Pose uses random uniform sampling between 0 and 3
when deciding the number of keypoints to occlude, mean-
ing that some poses in their evaluation may actually be un-
occluded. In addition, simulating occlusion this way is not
realistic as typically specific limbs or segments are missing
not just 0-3 random points. Our results show that legs are
reconstructed with greater accuracy than arms when using
a partial 3D pose, which is consistent with the intuitive un-
derstanding that arms possess a higher degree of freedom
compared to legs in a 3D context. A surprising find was the
fact that our model more accurately located the right arm
when it was occluded than the left arm. We hypothesised
that the opposite would occur as we assumed people in the
Human3.6M dataset were right-handed as the majority of
their actions within the dataset were performed with their
right arm. Consequently, we expected the right arm to be
harder to discern than the left.

Model Occlusion PA-MPJPE | N-MPIJPE |
Wang et al. [27]  14(0,3) Random Keypoints 54.8 -
O3 p (Ours) Left Arm 61.4 85.7
Left Leg 494 76.0
Right Arm 59.8 84.5
Right Leg 51.2 75.4
Left Arm & Leg 70.7 94.9
Right Arm & Leg 71.9 95.0
Both Legs 81.5 117.0
Full Torso 96.3 136.0
O3p (Ours) Left Arm 52.1 78.1
Left Leg 46.0 73.2
Right Arm 49.8 75.7
Right Leg 44.5 71.6
Left Arm & Leg 62.0 86.0
Right Arm & Leg 60.2 83.7
Both Legs 69.3 99.8
Full Torso 88.4 122.0

Table 3. Evaluation results for the Human3.6M dataset in occlu-
sion scenarios. Our 2D MSE model denotes a model with identical
parameters trained to fill in the occluded coordinates in 2D space.
When a single limb is occluded in our scenarios all keypoints be-
longing to that limb are occluded e.g. for the arm it will be the
shoulder, elbow and wrist.



Figure 4. Showing qualitative results from our occlusion handling
process on Human3.6M. From top left to bottom right we simulate
the occlusion of the right arm, left arm, right leg, left leg, both legs
and full torso. The bottom two images show failure cases.

4.4. Ablations

We performed several additional experiments in order to
demonstrate the effect of each of our changes on the lift-
ing network. The results of our ablation study in Table 4
show that each of our changes, including lifting keypoints
independently, is important to achieve the best performance.
Note that we chose to use the predictions of the leg and

Configuration PA-MPJPE | N-MPJPE |
Wandt et al. [25] 36.7 64.0
Our Recreation of [25] 36.5 65.8
Full Pose Lifter + NF Sampling (Ours) 35.1 65.2
Left* and Right Lifter + NF Sampling (Ours) 334 64.0
Right* and Left Lifter + NF Sampling (Ours) 33.4 64.3
Leg and Torso Lifter + NF Sampling (Ours) 33.8 61.6

Table 4. Ablation study with each of our changes on the Hu-
man3.6M dataset. * Indicates which lifting network was used to
predict the 3D depth of the spine, neck, head and head-top key-
points.

torso lifter under non-occlusion scenarios as our final re-
sults due to their improved performance on N-MPJPE when
compared to the left and right lifter. We hypothesise this is
due to the left and right network predictions being at slightly
different scales. This occurs in scenarios where one of the
subjects’ sides is facing the camera making this side appear
to have a larger scale in 2D, thus having a larger scale when
predicted in 3D. The leg and torso network is able to mit-
igate this due to seeing both left and right segments of the
pose.

4.5. Limitations

Our proposed method enables 3D poses to be accurately
retrieved even with incomplete 2D information thank to our
lift-then-fill approach. The main limitation of this approach
however, is that it is not currently capable of accurately
dealing with all types of occlusion. For instance, in cases
where one keypoint is missing, e.g. the left wrist, our cur-
rent approach would remove the potentially valuable infor-
mation of the left shoulder and left elbow 2D coordinates.
This is because our partial 3D estimate would be produced
using the right side and legs network, both of which do not
use these 2D coordinates. Furthermore, if across-body oc-
clusions such as the left wrist and right ankle are present
then our approach in its current form would not work. Ad-
ditionally, we found our leg occlusion networks made some
consistent errors such as predicting someone as crouching
or lunging during a sitting action. However, we must appre-
ciate the fact that trying to predict the 3D coordinates of the
legs from just the 3D of the torso is a highly difficult task.
In future work, we plan to address these challenges by look-
ing at a more robust lift-then-fill approach which is able to
handle all types of occlusions.

5. Conclusion

In conclusion, our LInKs approach of 2D-3D lifting
with partial 3D pose retrieval in occlusion scenarios can re-
duce the average error on popular 3D human pose datasets.
Moreover, our work extends the applications of normalis-
ing flows in pose estimation by incorporating generative
sampling, which enables the flow to learn a more-defined
prior distribution of 2D poses. This, in turn, leads to a
stronger likelihood of reconstructed 2D poses during train-
ing while also providing additional data to the model. Our
approach differs from all prior approaches in that we lift
individual parts of the 2D pose independently, specifically
for the purpose of occlusion handling where all prior ap-
proaches would not work. Furthermore, we show that deal-
ing with occlusion in 2D space is inferior to our occlusion
handling process in 3D space. In the future, we plan to ad-
dress the limitations of our approach and investigate adap-
tive network structures that can handle inputs with different
dimensions to acquire a partial 3D pose in more scenarios.
We hope our work can inspire more research investigating
the difficult task of occlusion handling in unsupervised 2D-
3D lifting.
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