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Abstract

Scaling up weakly-supervised datasets has shown to be
highly effective in the image-text domain and has contributed
to most of the recent state-of-the-art computer vision and
multimodal neural networks. However, existing large-scale
video-text datasets and mining techniques suffer from several
limitations, such as the scarcity of aligned data, the lack of
diversity in the data, and the difficulty of collecting aligned
data. Currently popular video-text data mining approach via
automatic speech recognition (ASR) used in HowTo100M
provides low-quality captions that often do not refer to the
video content. Other mining approaches do not provide
proper language descriptions (video tags) and are biased
toward short clips (alt text).

In this work, we show how recent advances in image
captioning allow us to pre-train high-quality video models
without any parallel video-text data. We pre-train several
video captioning models that are based on an OPT language
model and a TimeSformer visual backbone. We fine-tune
these networks on several video captioning datasets. First,
we demonstrate that image captioning pseudolabels work
better for pre-training than the existing HowTo100M ASR
captions. Second, we show that pre-training on both im-
ages and videos produces a significantly better network (+4
CIDER on MSR-VTT) than pre-training on a single modality.
Our methods are complementary to the existing pre-training
or data mining approaches and can be used in a variety of
settings. Given the efficacy of the pseudolabeling method,
we are planning to publicly release the generated captions.

1. Introduction
Large language models have revolutionized natural lan-

guage processing [54, 6, 13] and are rapidly affecting ad-
jacent fields such as computer vision [52, 27, 66, 67, 68].
For example, using only weakly-supervised image-text data
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CLIP [52] and CoCa [68] outperform ResNets [19] on Im-
ageNet. Recent works also demonstrate that the flexibility
of the language modeling approach allows us to apply it to
any modality [2, 44]. Nevertheless, to pre-train such models,
we need enormous amounts of aligned data, which is not yet
easily available for all modalities. This holds true for most
of the pre-training methods: either contrastive [52], discrim-
inative [38, 43] or generative [11, 2, 37, 65]. Web-mining
proved to be an invaluable source of image-caption pairs
[58, 9, 55] due to its scalability, but the video domain still
suffers from the scarcity of aligned video-text data.

While video data is abundant on the internet, it is hard to
utilize it for pre-training. Existing large-scale video classifi-
cation datasets like Kinetics [7] and YouTube8M [1] consist
of 500K+ video clips. Still, they only provide class labels
and can not be used for generative modeling. Mining videos
with the alt text HTML attribute that provides a short descrip-
tion of the media content [4, 39] is a promising direction that
has been immensely successful in the image captioning do-
main [52, 58, 9, 16, 55]. However, motivated by the VirTex
finding [15] that dense image annotations (captions) work
better for pre-training than sparse annotations (class labels),
we speculate that video alt text does not describe long videos
with enough detail and is not well-suited for pre-training.

Nagrani et al. [47] propose to align existing image cap-
tions with videos by searching for video frames similar to
an annotated image. For example, if an image has the cap-
tion “pop artist performs at the festival,” it is possible that
this image is a part of a music video. Using an image as
a proxy allows us to mine for aligned video-text data. Al-
though this approach is interesting, it is limited to the videos
that happen to have some of their frames labeled for image
captioning. Additionally, producing such data requires an
expensive pre-processing step that includes encoding mul-
tiple video frames of each video and all images, building a
maximum inner-product search index, and performing the
search.

Another way to get aligned text-video pairs is automatic
speech recognition. Unlike alt text, it produces long, dense
captions for every video. It is used in the largest video
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HowTo100M: I was able to stuff it with random paper

Image Captioning: a man is adjusting the spoke on his motorcycle

HowTo100M: that's okay if it's a little pink in it,because it's still in the oven

Image Captioning: a pot with meat and a pink spoon sitting on top of it

Figure 1: Image captioning models provide better descriptions than the original HowTo100M labels.

description dataset currently available – HowTo100M [46].
This dataset contains 100 million instructional video clips
with ASR captions. The authors of HowTo100M specifically
selected the instructional domain to better align the ASR
text and the video content. For example, in this domain, an
espresso making tutorial can include a caption like “grind 18
grams of coffee beans”, providing a weak training signal for
both action recognition “grind” and an object recognition

“coffee beans”. However, this motivating example does not
describe the usual case (Figure 1). Using a random sample
of 100 HowTo100M clips, we estimate that only 45% of the
captions refer to the video content in any ways (e.g., mention
an object or an action). 13% are intro and outro-related
speech “hey guys we’re back with another cooking video”
and 42% can be best described as chit-chat “that’s okay if
it’s a little pink in it, because it’s still in the oven”1.

In this work, we propose to exploit recent advancements
in image captioning [15, 35, 68] and large-scale image-text
dataset mining [58, 55] for multimodal video pre-training.
We explore how one can pre-train video captioning models
without any aligned video-text data and show that pseu-
dolabeling videos with image captioning models provides
a strong baseline for building large-scale video-caption
datasets. Unlike alt text mining, a pseudolabeling approach
allows for the creation of dense labels for long videos via
chunking them into small clips and labeling these individ-
ually. This approach is not limited to any particular video
domain (unlike [46]) and is computationally cheaper than
the approach from [47]. It only requires the generation of
captions for several frames, without the need for additionally
encoding large image-captioning datasets and large-scale
search structures.

Our results can be summarized as follows. We utilize
image captioning models to pseudolabel video pre-training
data and show that it is possible to pre-train high-quality

1The meat was not in the oven, this is an ASR error.

video models without any parallel video-text data. Further,
we demonstrate that image captioning pseudolabels work
better for pre-training than the original HowTo100M ASR
captions. We investigate the importance of pre-training on
both images and video and show that such a mix produces
significantly better network (+4 CIDER on MSR-VTT) than
pre-training on a single modality. We introduce a new sepa-
rable cross-attention mechanism that allows to effectively
attend to multidimensional data. Finally, we describe addi-
tional unexpected findings from training large multimodal
models. They include tips on adapter gate implementation
and initialization and the effect of ADAM’s second momen-
tum hyperparameter on training stability. Our methods are
complementary to the existing pre-training or data mining
approaches and can be used in a variety of settings.

2. Related work
Language-vision pre-training A pre-trained image en-
coder was used even in now-classical image captioning
models [34, 28], but learning a joint visual-language rep-
resentation became common after the success of pre-training
in NLP [51, 23, 53, 17]. BERT and masked language mod-
eling (MLM) inspired a new generation of models that use
self-supervised objectives to connect language and vision
[43, 62, 38, 10, 30, 37]. These methods allow learning from
multimodal data using MLM-like and contrastive or optimal
transport objectives. Now, generative language modeling
approaches are becoming more common in both language
[6, 13] and vision [67, 68, 2] thinning the lines between the
multimodal NLP and computer vision fields.

Web-scale datasets Incredible results do not come from
modeling alone. Increasing the training data amount is es-
sential to achieve predictable improvement in performance
[29]. Internet mining is a promising approach because un-
labeled or weakly-labeled data is abundant on the Internet.



A person is placing a 
piece of paper on a box

Two white litter boxes 
filled with grass and hay

Two white and black chicken 
inside of an enclosed building

Split videos into 8-second clips Select main (center) frame Generate frame caption 
with an image captioning model

Figure 2: We use unlabeled videos and apply image captioning models to produce pre-training labels.

Using Wikipedia, Common Crawl, and other text sources
for dataset mining was essential in the recent NLP progress
[17, 6]. CLIP [52] and ALIGN [27] demonstrated the impor-
tance of the scale of weakly-supervised data for images.

Large-scale video datasets Similar to the image domain
[14], until recently supervised pre-training on human-labeled
datasets like Kinetics [7] dominated the field [70, 72, 40].
However, nowadays, generative approaches are becoming
more widespread and successful [63, 37, 65]. These ap-
proaches require way more pre-training data than the super-
vised methods. Adapting image caption mining for videos is
a promising direction to achieve this. Video metadata such
as alt text or description of a YouTube video have been ex-
plored by Pan et al. [50] and Stroud et al. [60]. However, this
unavoidably biases the dataset collection process towards
short videos, as a single short caption cannot provide dense
information about a video’s visual content. For example,
Auto-captions on GIF [50] limit the number of frames in a
GIF video to 50 and WTS-70M [60] randomly select only
10 seconds of a video to download.

HowTo100M [46] takes a different approach. Each video
is automatically captioned using an ASR system. This pro-
vides diverse, dense captions, yet it creates a number of
method-specific problems. First, it restricts any video pre-
training method from using both visual and audio modalities,
as such models could ignore visual modality and focus on the
speech alone. Second, ASR systems introduce multiple kinds
of errors specific to these systems. Examples include mix-
ing the speech of multiple people together, increased word
error rate in noisy environments, and biasing the dataset to-
wards people with particular accents [32], propagating ASR
racial biases into new datasets. Finally, our analysis (Section

5.2) suggests that even for HowTo100M instructional videos,
ASR captions often do not describe neither the scene nor the
actions.

Utilizing image captioning for the benefits of video Sev-
eral recent state-of-the-art video understanding models
[2, 37, 65] use both image captioning and video captioning
datasets during pre-training. However, the value of having
both images and videos in pre-training has not yet been
explicitly quantified.

Nagrani et al. [47] use image as a proxy between text,
video, and audio. They use Conceptual Captions [58, 9]
and 150M video clips and apply image search to align text
to video clips and audio. Their approach yields a dataset
of 6.3M video clips and 970K captions. One can see this
approach as a k nearest neighbors video captioning model
with k = 1 and a similarity metric defined by the image
similarity model. It lacks caption diversity, as it cannot
produce new captions unseen in the training data. In contrast
to that, we propose to directly apply a high-quality image
captioning model to a video frame. This significantly reduces
encoding costs as we only need to process one frame per
clip and removes image-video matching costs. Unlike the
KNN method, frame captioning provides more diverse video
captions and allows one to apply this method to a video of
any domain. We demonstrate that this approach is simple and
effective at producing large-scale video pre-training data.

3. Method

We propose to utilize unlabeled videos and weakly-
labeled image-caption pairs to construct a large-scale video
captioning dataset. In this section, we describe our method



in detail. Section 4 describes an adapter-based video-
conditioned language model and a novel separable cross-
attention mechanism. To demonstrate the method’s efficacy,
we pre-train our model on different datasets and evaluate
them in Section 5.

3.1. Pseudolabeling via image captioning

An image captioning model can only describe a still im-
age. It cannot explicitly process any temporal information,
such as how the objects move. However, we notice (Sec-
tion 5.2) that in many cases images contain this information
implicitly. For example, object orientation, placement, and
blur allow inferring the movement. A type of object and its
relative position to other objects allow inferring the action.
In general, there is a lot of implicit information on the image
that serves as a proxy allowing to describe a short clip with
a single frame correctly.

We suggest that current image captioning models can
utilize this information. For anecdotal evidence, we produce
multiple captions2 for three images with a moving race car, a
standing race car, and a race car standing on a track (Figure
3). The model is able to distinguish between moving and
standing based on the car’s surroundings and only fails in
the third case.

Therefore we propose to use image captioning to produce
a large video-text dataset suitable for pre-training. Figure
2 describes our method. It consists of three steps: split
videos into short clips, select the main frame and generate
the frame caption. We split the videos into 8-second clips and
feed the center frame into the video captioning model. We
use publicly available state-of-the-art BLIP [35] model and
nucleus sampling to generate captions. We do not use beam
search as it tends to produce more bland and less diverse
texts [21, 8], which would be undesirable for pre-training.
Using a simple heuristic of selecting the center frame of
a clip allows to minimize video decoding time by order
of magnitude. This is important for high-resolution videos,
where decoding can bottleneck the captioning pipeline. For a
fair comparison, we use HoTo100M videos and compare our
pseudolabeling method with HowTo100M ASR captions that
are commonly used to pre-train video captioning networks
[36, 45, 57, 61, 71, 56, 63].

4. Model
Our model architecture generally follows Flamingo [2],

which was chosen for the sake of simplicity and flexibility;
with several modifications specific to the video modality.

We utilize a pre-trained Transformer [64] language model
and a pre-trained TimeSformer [5] network. We introduce
multimodal adapters to some of the Transformer layers to
condition the language generation on TimeSformer’s last

2top-p sampling with p = 0.9

layer hidden states. The weights of the Transformer and
the TimeSformer are kept frozen during both pre-training
and fine-tuning, we only train the parameters of the adapters.
Instead of using Perceiver [26] to resample videos we attend
to a full video tensor with a novel separable cross-attention
mechanism (Section 4.2). In our preliminary results we
found it to be significantly faster and easier to train than
Perceiver while maintaining the same language modeling
performance.

We optimize conditional language modeling objective.
During caption generation at any timestamp, the model can
access all video frames V .

L = −
N∑
i=1

logP (wt|w<t, V ), V ∈ Rt×h×w

4.1. Multimodal adapters

Connecting frozen models with adapters [22, 2] is ben-
eficial for several reasons. First, adapters allow to achieve
the same levels of performance as full fine-tuning of the lan-
guage model [22]. Second, having less trainable parameters
reduces memory requirements for optimizer states and com-
munication volume between the GPUs in a distributed setup
allowing them to scale more efficiently. Third, the frozen
visual encoder does not require backpropagating to it, which
saves both memory and time. This also allows us to cache
visual features during training. Finally, using pre-trained
language and vision models reduces training times. It max-
imizes the amount of pre-training data the model saw as a
whole, which means that both vision and language models
were already trained on vast amounts of unimodal data.

Each adapter consists of a separable cross-attention layer
and a fully-connected network similar to Flamingo [2] . We
use a pre-norm architecture and introduce tanh gates to
the residual connections to give the network a simple con-
trol mechanism of how much visual and text information
to pass to the next layer. Unlike Flamingo, which uses a
single scalar to weight the output of a sub-layer, we find that
per-dimension (vector) gates improve training stability and
allow to use higher learning rates. Figure 4 summarizes the
architecture.

4.2. Separable cross-attention

Video is a challenging modality for many reasons, but
the most straightforward one is the size. A video consists
of many visual frames and naively could be represented as
a tensor of shape [3, t, h, w]. Visual transformers
[18], while being very successful at processing visual data,
are extremely memory-hungry. The complexity of the self-
attention operation is O((ts)2) where t is the number of
video frames, and s is the number of spatial tokens. Such
computation is both costly and vastly inefficient. Multiple
solutions were proposed to mitigate this problem, and one



A racing car driving on the track during the day

A racing car is turning fast on a race track

A red bull car speeding on the race track

A formula car is on a racetrack with its wings extended

The race car is ready for the start

An orange race car on display in a crowd

A car is parked inside the display

An orange and yellow race car on display

An image of a race car displayed at an automobile show

The car is on display on the show floor

The car and drivers are racing on the track

A group of cars are driving near a crowd

People watching racing cars at an racetrack

People standing around with many cars on the track

An aerial shot shows three race cars being pushed 
away by the driver

moving stationary stationary on a track

Figure 3: Image captions produced by BLIP [35]. In many cases, the model can correctly recognize the action and distinguish
between moving vs. stationary objects on a still image using the surrounding context.

Separable cross-attention

FFN + residual

Video adapter

Cross-attention + residual

FFN + residual

Language model layer (frozen)

A layer with adapters

Video hidden states

Previous layer output

tanh gating

tanh gating

def separable_cross_attn(video_tensor, text_tensor):

    """video_tensor: [space, time, hidden]

        text_tensor: [text_len, hidden]"""

    q = layer_norm_q(text_tensor)


    kv_t = max(video_tensor, dim=0)

    kv_t = layer_norm_t(kv_t)


    att_t = attention(q, kv_t)


    kv_s = max(video_tensor, dim=1)

    kv_s = layer_norm_s(kv_s)


    att_s = attention(q, kv_s)


    att = cat([att_t, att_s], dim=1)

    att = proj(att)  # project back to hidden size

    att = att + text_tensor


    att = layer_norm_att(att)

    return att

Figure 4: We insert adapters into some Transformer Layers
to allow them to cross-attend to video representations using
separable cross-attention.

of them is separable (axial) attention [20, 5]. Separable at-
tention similarly to separable convolution [12] decomposes
attention into multiple attentions of different axes. For ex-
ample, time axis and space (height and width) axis. This
reduces O((ts)2) to O(t2s + ts2) or 40M operations to
only 2.6M in a 16-patch 16-frame video.

Nevertheless, a direct adaptation of separable self-
attention to the cross-attention case is just as ineffective
as full cross-attention. Say the query size is q. Naïvely cross-
attending from this query to every patch of the video would
give us the complexity of O(qst). Straightforward applica-

tion of axial attention via a reshape of the time and space ten-
sor gives us t attentions across space and s attentions across
time. This yields a complexity of O(qs·t+qt·s) = O(2qst).
Such an operation is twice as expensive as a vanilla cross-
attention because one has to compute multiple time and
space cross-attentions.

This is why we propose to modify the separable attention
mechanism for the cross-attention case. Before computing
time attention, we maxpool the video tensor over the space
dimension. The same operation is performed for the space
attention, but we maxpool time dimension before comput-
ing it. This gives the complexity of O(qs+ qt). After that,
both attention layer outputs are concatenated across the hid-
den dimension and downsampled using a linear layer. We
additionally layer-normalize hidden states after maxpooling.

5. Experimental setup
5.1. Dataset generation

We apply our video pseudolabeling method described
in Section 2 to HowTo100M videos. All the videos are
chunked into 8 seconds, and their center frame is captioned
with a BLIP-Large3 model. In order to get high-quality
captions, we use an image resolution of 320x320. Generation
process took one day on 64 V100 GPUs. The resulting
dataset consists of almost 50 million 8-second clips with
average caption length of 10.0 words. To compare it to the
original HowTo100M ASR captions, we manually evaluate
100 clips and find that in 65% of the cases, pseudolabels
provide better video descriptions than ASR. We also find
that ASR captions relate to the video in only 45% of the
cases, while image captions correctly refer to the object and
actions in the video in 88% of the cases.

3BLIP/models/model_large_caption.pth



In the following sections, we compare this dataset to the
original HowTo100M captions produced by an ASR system.
We pre-train our model on several data variations, including
the original HowTo100M dataset and LAION-5B images,
and compare them on video captioning tasks.

5.2. Pre-training

General model architecture is described in Section 4. In
this section we describe the particular pre-training experi-
ments and some hyperparameter choices.

ASR Captions vs Image Captions First, we want to learn
if pseudogenerated captions are better suited for pre-training
than commonly used HowTo100M ASR captions. We pre-
train two models: one on 8-second clips4 labeled with image
captioning and one on the same clips but with the original
ASR captions. Both models are pre-trained for 4K iterations
with batch size 1.2K (about 1 epoch) and then fine-tuned on
MSR-VTT.

Pre-training on image-only data Given that image cap-
tioning models are trained on weakly-supervised data and
then applied to videos, a natural question arises: can we
pre-train a video captioning model on images only? We treat
images as one-frame videos and pre-train another model on
a random subset of LAION-5B (only English captions) for
the same number of steps as our video models.

Pre-training on a mix of data For this experiment, we
sample examples from LAION with a probability of 0.95
and from HowTo100M with a probability of 0.05. Because
preparing a video batch is usually about 20 times slower
than preparing an image batch, this achieves high training
throughput while having significant exposure to video data.
This model is trained for the same amount of data to make it
comparable to other models.

Training efficiency tricks For our pre-training experi-
ments, we use OPT-1.3B and TimeSformer pre-trained on
Kinetics and HowTo100M5. We insert six adapters to the
OPT network, specifically to layers 12, 14, 16, 18, 20, and
22. Starting from the middle of the network allows to only
compute backpropagation to the last 12 layers of the net-
work, saving on computation and following best practices
of vision-language fusion [62, 43, 48]. We use float16 preci-
sion for all parameters and Deepspeed Stage 2 data-parallel
for distributed training. To maximize GPU utilization, we
use roughly eight times larger batch size for images than for
videos. This accomplishes two things: maximizing the batch

4If needed we concatenate multiple HowTo100M clips together to form
videos of roughly 8 seconds.

5TimeSformer_divST_96x32_224_HowTo100M

Image Captions LAION-5B ASR MSR-VTT

✓ 49.0
✓ 49.7

✓ 49.6
✓ ✓ 54.0

Table 1: Ablation studies. MSR-VTT validation set, no
beam search, all models are pre-trained on 500K examples
(videos + images if any). Pseudo-labeling is significantly
more effective than original HowTo100M ASR captions.
Training on only images or only videos is significantly less
effective than training on both with 95% images 5% videos
mixture.

size, thus increasing throughput and improving stochastic
gradient estimate, and evening out the time for a forward-
backward pass across the GPUs, minimizing wait times be-
fore synchronization.

Using a distributed training setup simplifies data mixing
and batching. Every batch contains either images or videos,
but different GPUs sample if they need to process images
or videos independently. This means that the stochastic
gradient estimate across all GPUs includes both images and
videos. At the same time, each particular GPU processes
the same kind of data without needing padding or complex
batching rules. We also test fully-synchronized modality
selection when all GPUs process either videos or images
simultaneously, but we find fully-synchronized training very
unstable compared to mixed training.

6. Results

We fine-tune pre-trained models on MSR-VTT and
MSVD video captioning datasets. Comparison of differ-
ent pre-training datasets is presented in Table 1. Using
HowTo100M ASR captions produces the worst results of all,
demonstrating the low quality of video-text alignment that
ASR provides. On the other hand, our pseudolabeled dataset
performs on par with a similar amount of image captioning
data. Combining videos and images outperforms the rest
by more than 4 CIDER-D points, showing that having both
modalities in the data is the most effective.

To push the results further, we train our model for 40K
steps on the mixture of videos and texts. Our results com-
pared to state of the art are presented in Table 2. Our model
underperforms the current state of the art that we attribute
to the frozen visual network. Unlike GIT [65], we do not
modify visual representations inside a transformer but only
attend to them. This, together with separable cross-attention
(Section 4.2), allows our model to scale linearly with the
number of video frames and attend to significantly longer
videos than GIT, which scales quadratically.



Pre-training data Input features MSVD MSR-VTT

O2NA [42] - video frames 96.4 51.1
DECEMBERT [63] HowTo100M video frames, ASR, image captions - 52.3
MV-GPT [56] HowTo100M video frames, ASR - 60.0
LAVENDER [37] LAVENDER mixture video frames 150.7 60.1
GIT [65] GIT mixture video frames 180.2 73.9

FrozenCaptioner HowTo100Mblip + LAION video frames 128.8 54.6

Table 2: Comparison with the state of the art models. HTM stands for HowTo100M. LAVENDER mixture is Vid2.5M [4] +
CC3M [58] + CC12M [9] + COCO [41] + Visual Genome [33] + SBU Captions [49] + 12M crawled video text pairs. GIT
mixture is similar to LAVENDER, but also includes ALT200M [24].

Additional findings

Vector gates improve training stabiliy We observed that
using scalar gates similar to Flamingo [2] causes loss diver-
gences at high learning rates (greater than 10−3). One simple
and effective way of mitigating this problem was using vec-
tor (per-dimension) gates that allowed us to use a very high
learning rate 7 · 10−3. We hypothesize that per-dimension
gates serve as a kind of a normalization layer [25, 3], and
they can cut off some large value dimensions in the adapter
outputs.

Effect of Adam second momentum Starting with GPT-3
[6] several large models [69, 59] used Adam’s [31] β2 =
0.95 which is significantly smaller than the default β2 =
0.999. In our experiments we found that a small β2 value
stabilizes the training with minimal effect on convergence
speed. However, several of our experiments suggest that
small values of β2 can negatively impact generalization and
fine-tuning capabilities. We found that models trained with
β2 = 0.95 for 10K+ steps can significantly underperform
models trained with β2 = 0.999 trained for 4K steps on
downstream tasks. This happens even though the pre-training
loss of 320px models is lower, suggesting that β2 = 0.95
hurts generalization capability.

Unreasonable effectiveness of tanh(1) initialization
Flamingo initializes gates at tanh(0) = 0. This achieves
two things: first, it maximizes the gradient through the tanh
nonlinearity allowing to learn optimal gate values faster.
Second, it allows each layer to smoothly learn how much vi-
sual information it should contribute to the language model.
However, adapter values change very slowly during training,
requiring many thousands of iterations to converge. This is
usually way past the point of overfitting and losing general-
ization capabilities on relatively small downstream datasets
like MSR-VTT.

For a more fair comparison between pre-trained and non-
pre-trained networks, we evaluate non-pre-trained in two
scenarios. The adapter gates of the first network are initial-

Pretrained

Not pretrained

Not pretrained 
+ tanh(1) init

0 15 30 45 60

48.7

33.2

54.0

Figure 5: Initialization of visual gates closer to 1 boost
non-pretrained network performance. MSR-VTT CIDEr-D
scores after fine-tuning.

ized at tanh(0) = 0 and for the second they are initialized at
tanh(1) ≈ 0.8. Initializing tanh values closer to 1 skyrock-
ets a non-pre-trained models performance and reduces the
pre-trained model’s gap from 20.8 to 5.3 CIDER-D points
(Figure 5). Diving deeper into networks fine-tuned on MSR-
VTT shows almost no change with less than 0.05 absolute
change in gate values during fine-tuning for either model
explaining the drastic difference in performance.

Effect of crop size during pre-training and fine-tuning
We pre-train two networks: with 224x224 crop and with
320x320 crop. Both of them are trained with the same batch
size and the number of update steps6. After pre-training
we observe that the 320px crop network has lower training
loss, but underperforms the 224px network on MSR-VTT
consistently throughout the training.

An intuitive explanation could be that the TimeSformer
vision encoder was pre-trained on 224x224 videos, and using
a larger crop introduces a distribution shift. However, after
fine-tuning, we see a different picture. Using larger video
sizes during fine-tuning consistently improves captioning
quality, plateauing at 320-380 pixels. Using a smaller res-
olution of 224x224 during pre-training, thus, seems like a
great way to improve both training speed and quality, but the
reason why it is so effective requires further investigation.

6We compensate for increased memory using gradient accumulation



7. Conclusion

In this paper, we show that it is possible to pre-train
high-quality video models without any parallel video-text
data. To do this, we employ a simple but effective video
pseudolabeling technique: captioning individual frames with
high-quality image description models. We demonstrate
that current image captioning models can provide useful
video captions that allow the network to learn both static
(objects) and dynamic (actions) information about the video.
To evaluate our pseudolabeling method, we pre-train sev-
eral adapter-based captioning models and show that image
captions provide better training signal than commonly used
ASR captions. We additionally demonstrate the importance
of using both images and videos in pre-training. Finally, we
develop a new cross-attetion method that allows to effec-
tively and efficiently attend to dense video representations.

8. Limitations

Using unaligned video data is a promising path toward
high-quality video models. However, image captioning mod-
els are not perfect. They make factual mistakes and exhibit
societal biases such as race, gender, cultural and more from
the training data. Using them for large-scale dataset creation
can amplify these biases and requires mitigation techniques.
Image captioning models also suffer from hallucinations.
For example, mentioning objects that are not on a picture.
While a high-resolution frame that we use for captioning
contains a lot of information that can be inferred, aligned
video-text data mining is still an open question. A potential
solution could be a combination of web-mining techniques
that work well for short videos and dense pseudolabeling
techniques for longer videos.

We also would like to highlight some of the domains
where our methods can perform poorly. For example, video
description for hearing-impaired people. This task requires
full video understanding including visual and audio modal-
ities. Image captioning pseudolabels do not utilize audio
modality and cannot provide a training signal to describe
what people say or what sounds the environment makes
and should be augmented with aligned (or pseudoaligned)
audio-text data as well.
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