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Abstract

We propose a method for Saimaa ringed seal (Pusa hispida saimensis) re-identification. Access
to large image volumes through camera trapping and crowdsourcing provides novel possibilities
for animal monitoring and conservation and calls for automatic methods for analysis, in par-
ticular, when re-identifying individual animals from the images. The proposed method NOvel
Ringed seal re-identification by Pelage Pattern Aggregation (NORPPA) utilizes the permanent
and unique pelage pattern of Saimaa ringed seals and content-based image retrieval techniques.
First, the query image is preprocessed, and each seal instance is segmented. Next, the seal’s
pelage pattern is extracted using a U-net encoder-decoder based method. Then, CNN-based affine
invariant features are embedded and aggregated into Fisher Vectors. Finally, the cosine distance
between the Fisher Vectors is used to find the best match from a database of known individuals.
We perform extensive experiments of various modifications of the method on a new challeng-
ing Saimaa ringed seals re-identification dataset. The proposed method is shown to produce
the best re-identification accuracy on our dataset in comparisons with alternative approaches.

Keywords: computer vision, image processing, animal biometrics, re-identification, ringed seals,

convolutional neural networks

1 Introduction

Animal biometrics, especially image-based indi-
vidual re-identification, has recently gained exten-
sive attention due to the availability of large
volumes of wildlife image data gathered via auto-
matic game cameras and citizen science projects.
The benefits of automated re-identification meth-
ods are evident as they allow valuable data for
conservation efforts to be obtained, for exam-
ple, accurate population size estimates and novel
information about animal migration and behavior

patterns (Araujo et al., 2020; McCoy et al., 2018).
Compared to traditional methods such as tagging,
which may cause stress and change the behav-
ior of the animal, image-based re-identification
offers a non-invasive technique for monitoring of
endangered species (Norouzzadeh et al., 2018).
The Saimaa ringed seal (Pusa hispida saimen-
sis) is an endangered species native to Lake
Saimaa, Finland. Seals of this species have a
distinct ring-like pelage pattern, which is both
permanent and unique for each individual, pro-
viding a basis for re-identification. An ongoing
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conservation effort (Koivuniemi, Auttila, Niemi,
Levanen, & Kunnasranta, 2016; Koivuniemi,
Kurkilahti, Niemi, Auttila, & Kunnasranta, 2019;
Kunnasranta et al., 2021) uses image-based re-
identification to study animal migration and
behavior. Currently, however, this re-identification
work is carried out manually, which in view of the
large number of images is very labour intensive
and time consuming. Automated computer vision-
based re-identification would clearly be of great
benefit when carrying out this task.

A variety of methods for animal re-
identification  exist  that  utilize distinct
characteristics in fur, feather and skin pat-
terns (T. Berger-Wolf et al., 2015; Crall, Stewart,
Berger-Wolf, Rubenstein, & Sundaresan, 2013; Li,
Li, Tang, Qian, & Lin, 2020; Moskvyak, Maire,
Dayoub, Armstrong, & Baktashmotlagh, 2021),
and methods originally developed for human face
re-identification have been successfully applied to
animals (Agarwal et al., 2019; Crouse et al., 2017;
Deb et al., 2018). Visual animal re-identification
can be formulated as a task of finding a match for
the given query image from a database of known
individuals, which is equivalent to a content-based
image retrieval (CBIR) problem (Smeulders,
Worring, Santini, Gupta, & Jain, 2000) where
an image is searched from a database based on
the image content. However, despite the clear
similarity between CBIR and re-identification
tasks, utilizing utilization of CBIR approaches
for animal re-identification has remained largely
unstudied.

Saimaa ringed seals introduce additional chal-
lenges to the re-identification that make the task
more difficult compared to many other animals for
which re-identification has already been success-
fully applied. First, the image data is extremely
biased. The majority of images are collected using
static game cameras producing images with the
same viewing angle and background and a lim-
ited set of possible seal locations and poses in the
frame. At the same time, the high site fidelity
(a tendency to return to previously visited loca-
tions) and low sociality of Saimaa ringed seals
often result in a large portion of images of one
individual seal being captured by only one game
camera. Machine learning models trained on this
kind of data tend to learn features that do not

generalize to new datasets (e.g., data from a dif-
ferent year with different game camera locations).
Moreover, as only a small portion of Saimaa ringed
seal habitat can be covered with game cameras,
datasets for seal identification are usually com-
plemented with DSLR camera images, as well as
images obtained via citizen science projects (e.g.,
mobile phone camera pictures). This image het-
erogeneity introduces a domain shift and due to
the fact that different individuals are often cap-
tured with different cameras, it also contributes to
the database bias problem. Finally, re-identifying
Saimaa ringed seals from images is very challeng-
ing per se because of: (i) the large variation in
possible poses, which is further exacerbated by
the deformable nature of the seals, (ii) the non-
uniform pelage patterns, limiting the size of the
regions that can be used for the re-identification
task, and (iii) the low contrast between the ring
pattern and the rest of the pelage, as well as
the varying appearance (e.g., wet and dry fur).
Re-identification of Saimaa ringed seals is there-
fore considerably more difficult than, for example,
zebra re-identification, where there are clearly vis-
ible patterns and limited variation in the pose of
the torso.

In this paper, we address the above chal-
lenges by proposing the NOvel Ringed seal
re-identification by Pelage Pattern Aggregation
(NORPPA) method for automatic Saimaa ringed
seal re-identification (Fig. 1). The method is
inspired by CBIR methods and builds on ear-
lier work (Nepovinnykh, Eerola, & Kélvidinen,
2020) where Siamese networks were utilized to
learn a similarity metric for local patches of pelage
patterns. We further develop this approach by
proposing an improved pattern feature embed-
ding, which is done by utilizing affine invariant
local CNN features and aggregating them into
a fixed size embedding vector describing global
features. The input image is first preprocessed
using tone mapping and then segmented to detect
and separate the seals from the background. The
pelage pattern is further extracted using a U-net
encoder-decoder (Ronneberger, Fischer, & Brox,
2015) based method. Affine invariant features
are extracted and aggregated into a descriptor.
Finally, the re-identification is performed by find-
ing a descriptor with the minimum distance from
the database of known individuals.
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Fig. 1: Visualisation of the proposed re-identification method. Input pictures are on the left, the results
are on the right. The seal is segmented (orange outline), and matching regions of the pelage pattern are
highlighted and connected with lines. The intensity of the highlights corresponds to the similarity of the

matched regions.

In the experimental part of the work, we show
that the proposed method outperforms previously
developed re-identification methods for Saimaa
ringed seals as well as HotSpotter (Crall et al.,
2013), a popular species agnostic pattern-based re-
identification approach, on the challenging task of
Saimaa ringed seal re-identification. In addition,
different variations of the method are comprehen-
sively evaluated to find the best pattern feature
embeddings for the task. The main contribu-
tion of this paper can be summarized as follows:
(i) a novel Saimaa ringed seal re-identification
method (NORPPA) inspired by content based
image retrieval methods, (ii) a novel combina-
tion of local affine-covariant region learning and
CNN-based descriptors and feature aggregation to
obtain a single fixed size pattern embedding vector
with high discrimination power, and (iii) extensive
evaluation of the method and its modifications on
a challenging Saimaa ringed seal dataset. While
the method was developed for Saimaa ringed seals,
it is also possible to apply it to other patterned
species as shown by Badreldeen Bdawy Mohamed
(2021).

2 Related work

2.1 Animal re-identification

Animal re-identification is a broad term refer-
ring to the process of identifying an individual
animal based on its features. The features are
based on biological traits, and they can be cap-
tured in a number of ways, for example, acousti-
cally (Hartwig, 2005; Pruchova, Jaska, & Linhart,
2017) or visually in the form of images (Vidal,
Wolf, Rosenberg, Harris, & Mathis, 2021) or
videos (Freytag et al., 2016). Currently, image-
based approaches are the most widely utilized
approach due to the relative ease of data acqui-
sition and manual analysis (Schneider, Taylor,
Linquist, & Kremer, 2019).

Various animal species can be re-identified by
different types of visually unique biological traits
such as fur pattern, face or fin shape. Examples of
such traits are presented in Fig. 2. Algorithmically,
the methods can be divided into classification
and metric-based approaches (Vidal et al., 2021).
Classification-based approaches assume that the
database of known individuals is known and finite,
and the final algorithm can only identify individu-
als from that database. Metric-based methods, on
the other hand, aim to learn a similarity metric
between the input images. The re-identification is
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Fig. 2: Example images of the main identifiable features from publicly available re-identification data
sets: (a) Plains zebra (Equus quagga) (Parham et al., 2017): stripe fur pattern; (b) Masai giraffe (Giraffa
tippelskirchi) (Parham et al., 2017): spot fur pattern; (¢) Amur tiger (Panthera tigris) (Li et al., 2020):
stripe fur pattern; (d) African elephant (Lozodonta africana) (Korschens & Denzler, 2019): head shape;
(e) Saimaa Ringed seal (Pusa hispida saimensis) (Nepovinnykh, Eerola, et al., 2022): ringed fur pattern;
(f) Humpback whale (Megaptera novaeangliae) (Cheeseman et al., 2017): fluke shape; (g) Whale shark
(Rhincodon typus) (Holmberg et al., 2009): skin spot pattern; (h) Chimpanzee (Pan troglodytes) (Freytag

et al., 2016): face

then performed by clustering or matching based
on the similarity, which means that metric-based
approaches are not limited by the initial database
and can be applied to new individuals without
retraining. Re-identification algorithms also differ
in the feature extraction approaches used, which
can be manual or semi-manual, where user input
is required to extract salient regions, or auto-
matic, where input images are fully processed by
the method. Fully automatic methods are of most
interest as they would allow efficient analysis of
large data volumes.

One of the largest wildlife re-identification
projects, Wildbook (T.Y. Berger-Wolf et al., 2017)
uses different kinds of algorithms for edge-based
or pattern-based re-identification. The most effi-
cient algorithms for deep learning edge-based re-
identification are CurvRank (Weideman et al.,
2017), finFindR (Thompson et al., 2019), and

OC/WDTW (Bogucki et al., 2019), which have
been applied to marine mammals such as bot-
tlenose dolphins (Tursiops truncatus), humpback
whales (Megaptera novaeangliae), right whales
(Eubalaena glacialis), and use the unique shape of
tail or fins to identify the animals.

Wildbook uses PIE and Hotspotter metric-
based algorithms to re-identify animals by pat-
tern. PIE (Moskvyak, Maire, Dayoub, Armstrong,
& Baktashmotlagh, 2021) is a deep learning-based
method for matching of individuals invariantly to
the pose. It receives shape embedding and pose
embedding separately and normalizes the shape
to match the individual regardless of the spe-
cific pose. PIE was originally developed for manta
rays (Moskvyak, Maire, Dayoub, Armstrong, &
Baktashmotlagh, 2021), but in Wildbook it is
also used for humpback whale flukes, orcas, and
right whales. HotSpotter (Crall et al., 2013) is a
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SIFT-based (D.G. Lowe, 1999) species agnostic
algorithm that uses viewpoint invariant descrip-
tors and a scoring mechanism which emphasizes
the most distinctive key points, called “hot spots,”
on an animal pattern. The HotSpotter algorithm
has been successfully used for re-identification
of zebras (Equus quagga) (Crall et al., 2013)
and giraffes (Giraffa tippelskirchi) (Parham et
al., 2017), jaguars (Panthera onca) (Crall et al.,
2013) and ocelots (Leopardus pardalis) (Nipko,
Holcombe, & Kelly, 2020).

Most recent methods for animal re-
identification utilize deep learning, particularly
convolutional neural networks (CNNs) (Schnei-
der, Taylor, & Kremer, 2020; Schneider et al.,
2019). CNNs have been successfully applied for
re-identification of primate faces (Brust et al.,
2017; Deb et al., 2018) and for pattern-based
re-identification and recognition of Amur tigers
(Panthera tigris)(Li et al., 2020; C. Liu, Zhang,
& Guo, 2019; N. Liu, Zhao, Zhang, Cheng, &
Zhu, 2019), cattle muzzle (Kumar et al., 2018),
zebras (FEquus quagga) and giraffes (Giraffa tip-
pelskirchi) (Badreldeen Bdawy Mohamed, 2021).
In order to improve re-identification accuracy,
pose estimation and key point alignment have
been proposed (Moskvyak, Maire, Dayoub, &
Baktashmotlagh, 2021; Yeleshetty, Spreeuwers, &
Li, 2020; Yu et al., 2021).

2.2 Ringed seal re-identification

A number of methods for the re-identification
of Saimaa ringed seals have been devel-
oped (Chehrsimin et al, 2018; Chelak,
Nepovinnykh, Eerola, Kélvidinen, & Belykh, 2021;
Nepovinnykh, Eerola, Kalvidinen, & Radchenko,
2018; Zhelezniakov et al., 2015). Generally, the
methods start with preprocessing steps, including
seal segmentation, and then proceed to analyzing
the unique pelage pattern to generate a descrip-
tor for each individual seal. A seal segmentation
method utilizing superpixel classification was
proposed in (Zhelezniakov et al., 2015). The re-
identification method employs common texture
features extracted from the segmented seal and
a Bayesian classifier. Additional color normaliza-
tion and contrast enhancement steps were applied
in (Chehrsimin et al., 2018) to make the pattern
more visible. The actual re-identification was

performed using the Hotspotter algorithm (Crall
et al., 2013).

The first attempt to utilize CNNs for Saimaa
ringed seal identification was done in (Nepovin-
nykh et al., 2018). The individual re-identification
was reformulated as a classification problem where
each class corresponds to a unique individual, and
transfer learning was utilized to train an individ-
ual classifier. While the performance is good on a
small dataset, the method is only able to reliably
perform the re-identification if there is a large set
of example images for each individual. Further-
more, the whole system needs to be retrained if
a new seal individual is introduced. Finally, it is
unclear if the high accuracy is due to the method’s
ability to learn the necessary features from the
pelage pattern, or if it also learns features such as
pose, size, or illumination, which separate individ-
uals in the used dataset but do not provide the
means to generalize the method to other datasets.

In order to address these issues, a one-shot
approach was proposed in (Nepovinnykh et al.,
2020). The method starts with CNN-based seg-
mentation of the seal. The pelage pattern is
extracted utilizing a Sato tubeness filter-based
method. For the re-identification, the whole pat-
tern image is divided into patches, which are then
fed into an embedding CNN. The CNN is trained
using a triplet loss and essentially provides a met-
ric that measures the visual similarity between the
patches. Re-identification is then performed based
on this similarity by using topology-preserving
projections. The main advantage of using a triplet
CNN is the ability to easily add new individuals
into the database since no retraining is necessary.

The pattern embedding step is crucial for any
re-identification method as distinctive but com-
pact embedding that captures the characteristics
of the pattern forms the basis for successful re-
identification. The pattern embedding step was
considered in more detail in (Chelak et al., 2021),
where EDEN, a new pooling layer, was proposed
to account for the spatial distribution of pattern
features. It was shown that the proposed pool-
ing layer increases the matching accuracy of the
pattern patches.

Another version of the re-idenfitication algo-
rithm was proposed and applied to the sister
species of Saimaa ringed seals, Ladoga ringed
seals (Pusa hispida ladogensis) in (Nepovinnykh,
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Chelak, et al., 2022). Ladoga ringed seals have
a similar pattern to Saimaa ringed seals, which
means that the same re-identification algorithm is
applicable to both species. Two new steps were
introduced into the pipeline: individual grouping
and Fisher Vector computation. The individual
grouping step focuses on finding multiple instances
of the same individual from an image sequence.
This rather simple image retrieval-based method
was shown to attain high accuracy in matching
individuals within an image sequence producing
sets of images of each seal to be re-identified. This
was shown to be beneficial for the re-identification
as it helps to compensate for poor image qual-
ity, which often results in an inability to extract
patterns from some images, and it allows a larger
portion of the pattern to be captured as the seal
changes its pose between images. The Fisher Vec-
tor (Hutchison et al., 2010; Perronnin & Dance,
2007; Perronnin, Liu, Sdnchez, & Poirier, 2010) is
used to aggregate patch descriptors from an indi-
vidual seal into a single image descriptor. The
vector further allows the patch descriptors from
multiple images to be aggregated, providing a
straightforward tool for utilize utilization of the
image sets produced by the grouping step. Aggre-
gated image descriptors are used to find a match
from the database of known individuals by calcu-
lating distances. Promising results were obtained
on Ladoga ringed seal re-identification.

2.3 Content based image retrieval

The task of visual animal re-identification can be
formulated as a task of finding the most simi-
lar image from the database to the given query
image. This formulation matches the definition of
content-based image retrieval (CBIR) (Smeulders
et al., 2000) and motivates study of the suitability
of CBIR methods for animal re-identification.
CBIR methods usually consist of two main
steps: feature extraction and feature aggre-
gation. The feature extraction problem can
be solved wusing standard hand-crafted fea-
tures, such as Scale Invariant Feature Trans-
form (SIFT) (Arandjelovié¢ & Zisserman, 2012;
D. Lowe, 2004), or extraction by convolutional
neural networks (see e.g. (Mishchuk, Mishkin,
Radenovic, & Matas, 2017)). Then, feature aggre-
gation creates a descriptor for each image that
can be used to find the most similar image

from the database. Traditional methods such
as Bag of Words (BOW) (Sivic & Zisserman,
2003), Vector of Locally Aggregated Descrip-
tors (VLAD) (Jégou, Douze, Schmid, & Pérez,
2010) and the Fisher Vector (Hutchison et al.,
2010; Perronnin & Dance, 2007; Perronnin et al.,
2010) do the aggregation using a specially con-
structed vocabulary. The vocabulary is usually
created by an unsupervised clustering algorithm.
For example, k-means (MacQueen et al., 1967) is
used for VLAD and a Gaussian Mixture Model
(GMM) (McLachlan & Basford, 1988) is used for
the Fisher Vector. Finally, fixed-size descriptors
are created for each image based on the vocabu-
lary and extracted features. The distance between
these descriptors is inversely proportional to the
visual similarity.

Due to the availability of data and the con-
venience of end-to-end approaches, deep learning-
based methods for CBIR are becoming increas-
ingly more popular. The advantage of CNN-based
methods is that the two main steps, feature
extraction and feature aggregation, are naturally
implemented as a part of the network architecture,
with the first part of the network being a fea-
ture extractor and a final specialized layer doing
the feature aggregation. For example, there have
been several attempts to create deep analogues
of traditional methods such as NetVLAD (Arand-
jelovic, Gronat, Torii, Pajdla, & Sivic, 2016) where
a generalized VLAD layer is used to aggregate
CNN-extracted features.

In (Babenko, Slesarev, Chigorin, & Lempit-
sky, 2014; Gong, Wang, Guo, & Lazebnik, 2014),
fully-connected layers are used to generate the
final descriptor, which is a standard approach for
CNNs. In (Razavian, Sullivan, Carlsson, & Maki,
2016), a global max pooling approach is intro-
duced which produces the final descriptor from
the activation maps by taking a maximum value
from each filter activation, resulting in a descrip-
tor of the same size as the number of filters.
Different variants of global pooling operations
have also been studied. These include integral
max-pooling (Tolias, Sicre, & Jégou, 2016), sum
pooling (Babenko & Lempitsky, 2015) and gener-
alized mean pooling (Radenovié¢, Tolias, & Chum,
2018). Integral max-pooling (Tolias et al., 2016)
is particularly interesting since it creates the final
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descriptor by applying max-pooling to the over-
lapping image regions, which also allows spatial
information to be encoded.

3 Method

The proposed NORPPA method consists of six
steps: 1) image prepossessing, 2) seal instance
segmentation, 3) pelage pattern extraction, 4) fea-
ture extraction, 5) feature aggregation and 6)
individual re-identification (see Fig. 3).

3.1 Image preprocessing

Depending on illumination conditions variation in
the contrast of the images can be rather high.
This could lead to a loss of detail in the region
of interest, i.e. the seal and its pelage pattern. In
order to rectify this issue, we employ the tone-
mapping approach to equalize the contrast in dark
and bright image regions. The algorithm pro-
posed by (Mantiuk, Myszkowski, & Seidel, 2006)
is used due to its ability to produce realistic tone-
mapped images without introducing visual arti-
facts. This method considers contrast on multiple
spatial frequencies while using gradient methods
with some additional extensions to ensure that
the global brightness levels are not reversed and
low-frequency details are properly reconstructed.
Examples of images before and after prepossessing
are presented in Fig. 4.

3.2 Seal instance segmentation

Seal instance segmentation step is important since
most of the images are obtained using static cam-
era traps. This together with the fact that seal
individuals tend to use same sites or areas inter-
annually cause one seal individual to be very
often captured with the same camera (same back-
ground). This increases the risk that the super-
vised identification algorithm learns to identify the
background instead of the actual seal if the full
image or the bounding box around the seal is used.
Consequently, algorithm behavior may result in a
system that is unable to identify the seal in a new
environment.

Instance segmentation is performed using
Mask R-CNN (He, Gkioxari, Dollar, & Girshick,
2017). A segmentation model trained for Ladoga
ringed seals from (Nepovinnykh, Chelak, et al.,

2022) is utilised. This is possible due to the
two species being visually almost indistinguish-
able. Ladoga ringed seals are more numerous than
Saimaa ringed seals and they are often captures in
large groups which makes it easier to collect and
annotate large training data for the segmentation.
For more details about the instance segmentation
model and training procedure see (Nepovinnykh,
Chelak, et al., 2022).

After the segmentation masks are obtained,
additional morphological operations are applied to
close the holes and smooth the borders by using
morphological closing and opening. The examples
of segmentation results are presented in Fig. 5.

3.3 Pelage pattern extraction

The main distinguishing feature of a seal is its
pelage pattern, which is both permanent and
unique to each seal allowing the identification of
individuals over their whole lifetime. The pelage
pattern forms the basis for the proposed re-
identification method. In order to focus the atten-
tion on the pattern and discard irrelevant infor-
mation causing database bias such as illumination
and other visual factors (e.g., wet fur looks differ-
ent from the dry fur), the pattern is segmented.
This is done using CNN based method utilizing
U-net encoder-decoder architecture (Ronneberger
et al., 2015). The output of the method is a bina-
rized image of the pelage pattern (see Fig. 6). The
pattern image is further post-processed to remove
small noise by using unsharp masking and mor-
phological opening. All images are then resized
in such way that the mean width of the pattern
lines is the same for all images, bringing them
into the same scale. This is necessary because
the images are obtained from various sources and
the image resolution has a large variation. For
more detailed explanation of the pattern extrac-
tion step, as well as the comparison to other
methods, see (Zavialkin, 2020).

3.4 Feature extraction

Seals can be found in a variety of poses. The
deformable nature of seals body results in dis-
torted and warped patterns on images. While
the pattern as a whole is transformed in a non-
linear way, it can be argued that small local
regions experience close to affine transformations,
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Identification results

Seal 003 - 0.934 DB
Seal 026 - 0.541
Seal 088 - 0.212
Seal 124 - 0.013
Seal 320 - 0.001

Fisher

search vector

Fig. 4: Examples of the image processing of cam-
era trap images. Images on the left are the origi-
nals. The right column demonstrates the result of
the tone-mapping.

making an affine invariant feature extractor suit-
able for the task. For this purpose a combintaion
HesAffNet (Mishkin, Radenovi¢, & Matas, 2018)
detector and HardNet (Mishchuk et al., 2017)
descriptor is used.

The combination of a Hessian-Affine detec-
tor (Mikolajezyk & Schmid, 2004) with Root-
SIFT (Arandjelovié¢ & Zisserman, 2012) used to be
considered a gold standard for local feature extrac-
tion and description. However, with the increasing
size of available datasets and rapidly developing
field of deep learning, CNN-based methods are

HesAffNet Patch
extraction

HardNet

Fig. 5: Examples of the segmentation masks.
Images on the left are the originals. The mask is
highlighted in blue and the background is high-
lighted in red on the middle images. The last
column shows the result of the segmentation.

2014 15541 | BN Sesuar 20ia 15342

Fig. 6: Example of pattern extraction output.

now able to outperform previous handcrafted fea-
tures. The combination of HesAffNet (Mishkin et
al., 2018) and HardNet (Mishchuk et al., 2017) is
able to provide state-of-the-art results in image
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retrieval tasks, which makes those methods par-
ticularly useful for animal re-identification as well.

HesAffNet is a modification of the classical
Hessian Affine Region detector (Mikolajezyk &
Schmid, 2002, 2004), where the shape estimation
step is done by the AffNet CNN. The detector is
based on the Harris cornerness measure (Harris
& Stephens, 1988), which uses a second moments
matrix to find regions of interest by estimat-
ing the most prominent gradient directions. This
method is combined with the multiscale approach
from (Lindeberg, 1998) which uses Laplacian of
Gaussian to find extrema in the scale space. The
same concept can be further extended to all affine
transformations, not just the scale. However, the
degree of freedom is much higher for affine trans-
formations, which complicates the process and
requires a special shape adaptation algorithm. The
original Hessian Affine detector used Baumberg
iteration (Baumberg, 2000), which is replaced by
an AffNet CNN in HesAffNet.

AffNet and HardNet are closely related, shar-
ing the architecture and similar training proce-
dure. During the training of HardNet, batches of
matching patch pairs are chosen, each containing
an anchor a; and positive match p;. Each pair cor-
respond to a different location, i.e. there are no
other matches except for the ones in each pair.
Each patch is encoded by the network, and a
matrix of pair-wise distances between all anchors
and positive matches are computed. For each pair,
a closest non-matching descriptor from the batch
is chosen, and a final hard negative margin loss is
computed as

1 n
L= - z'g;max(O, 1+ d(a;,p;)) W

— min(d(ai, Dj min)7 d(aj min pi))7

where pjmin is the closest non-matching posi-
tive to a;, and a;min is the closest non-matching
anchor to p;.

AffNet utilizes a slightly different training pro-
cedure, the main difference being that the deriva-
tive for the negative term in the loss is set to
0. This loss is called hard negative-constant and
helps avoid the situations where positive samples
cannot be moved closer together because of a neg-
ative sample lying between them in the metric
space. The training procedure for AffNet is also

more complicated, since it is learning affine shapes
and not just a distance metric. Therefore, spatial
transformers are used to transform input patches
according to the predicted shape, which are then
fed into a descriptor network, e.g. HardNet, and
only then is the loss calculated and backprop-
agated through both networks. The example of
HesaffNet application to a preprocessed image is
visualised in Figure 7.

Fig. 7: Visualisation of Hessian Affine patch
extraction: (a) segmented image; (b) HesAffNet-
based patch extraction. Extracted regions are
highlighted in green.

3.5 Feature aggregation

Features are aggregated using Fisher Vec-
tor (Hutchison et al., 2010; Perronnin & Dance,
2007; Perronnin et al., 2010). First, Principal
Component Analysis (PCA) is applied to the
resulting the feature embeddings to decorrelate
the features and reduce the dimensionality. This
is an important for Fisher Vectors, which are
known to produce large descriptors. The images
in the database of known individuals are used
to learn principal components. Next, a visual
vocabulary is constructed by applying Gaussian
Mixture Model (GMM) to the features from the
database. Then, Fisher Vectors are created for
each image by computing the partial derivatives
of the log-likelihood function with respect to the
GMM parameters and concatenating them. Ker-
nel PCA (Scholkopf, Smola, & Miiller, 1998) is
applied to further reduce the dimensionality of
the resulting image descriptors which helps to
reduce the storage requirements for the database,
as well as speed up the database search for the
re-identification.
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3.5.1 Fisher Vector

Let X = {xs,t =1,...,T} be asample of T obser-
vations and uy be a probability density function
modelling the distribution of the data, where X is
a vector of its parameters. The score is defined as
the gradient of the log-likelihood of the data on
the model:

GX = Valoguy(X). (2)

This score function can be used to define the
Fisher Information Matrix (FIM) (Amari &
Nagaoka, 2000):

F)\ = Ea:Nu,\ [Gi(Gi(,L (3)

which acts as a local metric for a parametric fam-
ily of distributions. This metric can also be used
to measure the similarity between 2 samples using
the Fisher Kernel (FK) (Jaakkola & Haussler,
1999):

Krx(X,Y)=GX'F'GY
= Gf\(lLA/L,\GX (4)

X'pY
= Ag)\v

where L)Ly is the Cholesky decomposition of
F', GY and GY are the Fisher Vectors of
samples X and Y respectively. By using Fisher
Vectors, it is possible to calculate the kernel as
simple dot product, which can efficiently be uti-
lized by linear classifiers. When constructing a
Fisher Vector for an image, a set of local features
is assumed to be independent, meaning that the
final descriptor can be constructed as a sum of
Fisher Vectors for each local feature, i.e.

T
GX =Y LiViloguy(X). (5)

t=1

Usually, Gaussian Mixture Model (GMM) is used
as u), since it can be used to approximate any con-
tinuous distribution with arbitrary precision (Tit-
terington, Afm, Smith, Makov, et al., 1985).
Then, the vector of parameters A contains mix-
ture weights wy, mean vectors pg and covariance
matrices ¥j for each Gaussian ug, k = 1,..., K.
Using the assumption that the assignment of each
feature to mixture components is almost hard, i.e.

each feature is assigned to only one cluster, it
could be inferred (Sdnchez, Perronnin, Mensink,
& Verbeek, 2013) that the FIM is diagonal, which
means that L) is just a coordinate-wise normaliza-
tion of the gradient vectors. The final normalized
gradients are then defined as follows

x_ 1 - Ty — [k
gﬂk - m;’yt(k)( o% )7 (6)

1 < 1 (2 — px)?
g = LS L t—k_l], .
§ Mt:17t( )\/i{ o ™
where ~; is the soft assignment function

Wik (Tt)

-
Zj:l wjug ()

It should be noted that the gradients for the
weight parameters wy are usually omitted, since
they do not provide much additional informa-
tion (Hutchison et al., 2010). Those gradients are
concatenated into a vector of size 2DK, where
D is the dimensionality of samples and K is
the number of components in GMM. It has been
shown (Hutchison et al., 2010) that L2 and Power
normalization generally improve the performance
of the method. Therefore, it is common to apply
Power and L2 normalization to the Fisher Vector
to get the final descriptor.

Y (k) = (8)

3.6 Individual re-identification

Re-identification is done by calculating the cosine
distance from the query image descriptor to each
image descriptor in the database of known indi-
viduals and selecting the individual ID with the
lowest distance. To visualize the re-identification
and to provide semi-automatic tool for experts,
heatmaps highlighting the similar areas in pat-
terns of the query image and database images
are computed. This is done using the following
method. First, features from a query are paired
with the closest database features. Then, pairs
with distance larger than 10th percentile of dis-
tances are discarded. The remaining pairs are
used to find the homography using Direct Lin-
ear Transform (DLT) (Hartley & Zisserman, 2004)
and Random Sample Consensus (RANSAC) (Fis-
chler & Bolles, 1981). The inliers of the final
homography are highlighted with ellipses aligned
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and transformed according to the extracted affine
regions. The intensity of each ellipse is inversely
proportional to the distance between the local
features in the corresponding pair, i.e. directly
proportional to their similarity.

4 Experiments and results

4.1 Data

The dataset consists of 57 individual seals with a
total of 2080 images. The dataset is divided into
two subsets: database and query. The database
subset contains a minimal number of high-quality
unique images that are enough to cover the full
body pattern of each seal. The query subset con-
tains the remaining images and contains the same
individuals as in the database. It should be noted
that the high-quality images were prioritized when
constructing the database and, therefore, images
in the query subset often have lower quality.
Examples of images from both subsets are pre-
sented in Fig. 8. The dataset has been made
publicly available. For further description of the
dataset, see (Nepovinnykh, Eerola, et al., 2022).

QUERY IMAGE DATABASE IMAGES

=Y

Fig. 8: Examples from the database and query
datasets. Every row contains images of an individ-
ual seal. For every image from the query dataset
(left) there is a corresponding subset of images
from the database (right).

To train and evaluate the patch embedding
(feature extraction) and matching (finding the
corresponding patch in other images) a separate
dataset of pattern image patches (see Fig.9) was
constructed (Chelak et al., 2021). The dataset con-
tains, in total, 4599 images (patches of the size
256 x 256 pixels). The data is divided into training
and testing subsets. The training subset contains
3016 images and 16 classes. The testing subset

] 1
4 5 '

Fig. 9: Examples of pattern image patches. The
patches in the second row match the patches in
the first row.

contains 1583 images and 26 classes that are dif-
ferent from the training classes in the training set.
Each class corresponds to one manually selected
location in the pelage pattern of one individual
seal. Each sample from one class was extracted
from different images of the same seal. For estima-
tion of the accuracy of the method, the testing set
was divided into the database and query subset
with a ratio of 1 to 2. The images that were used
to construct the dataset of pattern image patches
are not included in the database and query subsets
of the re-identification dataset.

4.2 Feature extraction

The feature extraction step contains two dif-
ferences compared to the previous version of
the Saimaa ringed seal re-identification algo-
rithm (Nepovinnykh et al., 2020). The first
difference is that the region of interest detec-
tion approach uses the affine invariant regions
(HesAffNet) instead of dense patches. The sec-
ond difference is a switch to HardNet network to
compute patch embedding. To assess the neces-
sity of each of these changes both modifications
were evaluated separately. Hyperparameters for
all versions of the algorithm were chosen using the
Tree Parzen Estimator (Bergstra, Bardenet, Ben-
gio, & Kégl, 2011) algorithm. The results of the
experiments are presented in Table 1.

As can be seen, both HesAffNet for region of
interest detection and HardNet for patch embed-
ding computation improve the accuracy notice-
ably. This finding leads to the conclusion that
the dense patches approach cannot handle more
general cases, whereas fine invariant features pro-
vide much needed robustness to various imaging
conditions.

In order to evaluate the effect of the pelage
pattern extraction on the algorithm’s accuracy, an
ablation study has been performed. The results
with and without the pattern extraction step are
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Table 1: Re-identification accuracy for different variants of the algorithm.

Patch Patch

extraction  embedding Top-1 Top-2 Top-3 Top-4 Top-5
Triplet 52.06% 56.91% 60.36% 63.58% 65.70%

Dense ArcFace 39.94%  45.15%  50.06%  53.58% = 56.67%
HardNet 52.18% 57.88% 61.70% 64.61% 67.27%

Triplet 60.42% 65.03% 69.27% 71.64% 73.52%

HessAffNet ArcFace 47.03%  51.64%  55.58%  58.36%  60.55%
HardNet 77.64% 80.91% 82.97% 84.18% 85.27%

presented in Table 2. It is clear that the pelage fea-
ture extraction significantly increases the accuracy
of the algorithm.

4.3 Patch embedding network

The following experiments were conducted in
order to further improve the method:

1. Training and fine-tuning of HardNet on differ-
ent datasets,

2. Various architecture modifications to the Hard-
Net model.

4.3.1 Training and fine-tuning

The original HardNet was trained on the union
of HPatches (Balntas, Lenc, Vedaldi, & Mikola-
jezyk, 2017) and Brown (Brown & Lowe, 2007)
datasets. Typically, fine-tuning a machine learning
model on domain-specific training data improves
the method performance in a new domain. To test
this on Saimaa ringed seal re-identification, we
fine-tuned the HardNet model on patches of pelage
pattern images. Fine-tuned models were com-
pared to the pretrained model, a model trained
from scratch on the pattern patches, and a model
trained on the union of all datasets.

The results are presented in Table 3. For the
training, all hyperparameters and random seeds
were taken from the original implementation of
HardNet (Mishchuk et al., 2017).

While fine-tuning on the patches dataset
improved the accuracy of the patch matching,
the overall accuracy of the full-image matching
dropped significantly. One possible reason is that
the patches dataset was created using patches of
the same scale, while the patches extracted by

HesAffNet during the full re-identification algo-
rithm vary in scale, leading to a different level of
detail.

Training on the union of all datasets showed
no considerable improvements. This result can be
explained by the size of the pelage pattern patches
dataset in comparison to the combined sizes of
the Brown and HPatches datasets. In other words,
since HardNet utilizes triplet sampling during the
training stage, the probability of an image from
the pelage pattern dataset appearing in the triplet
is extremely small.

4.3.2 Architecture modifications

Several further modifications to the HardNet
architecture were also considered. First, a Self-
Organized Operational Neural Network (Self-
ONN) (Malik, Kiranyaz, & Gabbouj, 2021) was
incorporated into the HardNet model. Self~-ONNs
are networks consisting of layers that are the gen-
eralizations of convolutional layers. Simply put,
each value in a convolutional kernel can be seen
as a linear function, and this function can be
generalized through Taylor series approximation
with coefficients learned by the network. Such an
approach leads to great nonlinearity even with
shallow networks. Other modifications include the
use of an EDEN pooling layer (Chelak et al.,
2021), as well as changes to the number of channels
and the output vector size.
The following models were evaluated:

e HardNetONN. This model has the same
architecture as HardNet in terms of layers and
number of channels in each layer. The only dif-
ference is that each convolution layer is replaced
by a self ONN layer with a Taylor series degree
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Table 2: Comparison of re-identification results by the NORPPA method on the SeallD dataset with

and without the pattern extraction step.

Input data TOP-1 TOP-5 TOP-10 TOP-20
Original images  55.03% 68.48% 76.36% 84.73%
Pattern images  77.64%  85.27% 89.09%  92.18%

Table 3: Comparison of results for HardNet trained and fine-tuned on various datasets. We report mean

with standard deviation.

Training Fine-tuning

Patches Full Full
top-1 top-1 top-5

Pattern patches -
Brown+HPatches -
Brown+HPatches Pattern patches
Brown+HPatches+ -
Pattern patches

86.44 £ 0.41%
93.02 £ 0.51%
93.76 +0.12%
92.48 + 0.94%

59.86 + 1.36%
77.19 +0.93%
70.69 + 0.41%
76.99 + 1.19%

71.39 + 1.31%
85.11+0.77%
80.46 £+ 0.42%
84.85 + 1.03%

equal to 3 for all layers, which leads to three
times as many parameters.

¢ HardNetONNDrop. This model has the
same architecture as HardNetONN but the last
layer has a dropout with a probability of 0.3
similarly to the original HardNet.

e HardNetONN -+ EDEN. This model has the
same architecture as HardNetONN, albeit that
the last convolutional layer kernel is downsam-
pled from 8 x 8 to 3 x 3 so that it would be
possible to apply pooling. After the pooling a
vector of size 128 is fed into a fully connected
layer with the output size of 128, resulting in a
compact embedding.

¢ HardNetONNSmall. This model has the
same number of parameters as HardNet. All the
layers were shrunk by half and the Taylor series
degree was set to 4 for all layers. Consequently,
the final vector has a size of 64 instead of 128.

¢ HardNet3_384. This model is an original
HardNet with 3 times as many channels in all
of the layers. Therefore, it has an output vector
of size 384 instead of 128.

¢ HardNet3_128. This model is the same as
HardNet3_384 but with an output vector size of
128.

A comparison of the models is presented in
Table 4.

The HardNetONN and HardNet3_384 models
show higher accuracy on both patch matching
and full re-identification tasks than other versions
of HardNet. Moreover, although HardNet3_-384
has 12 million parameters and a vector size of
384, the difference of scores with HardNetONN
is small, with the TOP-5 full re-identification
score difference being negligible. A comparison of
the processing speed of the models is presented
in Fig. 10. Overall, the improvements over the
baseline HardNet are rather small while result in
a noticeable increase in computer time, limiting
their usability in practice.

The accuracy of HardNetONNSmall is worse
compared to HardNet, although it has the same
number of parameters. This can be explained
by the fact that the embedding vector is cut in
half for HardNetONNSmall and may not con-
tain enough information to learn a good metric.
Additionally, HardNetONN 4 EDEN also scored
lower than the original HardNet, although higher
than HardNetONNSmall. The reason could lie in
the redundancy of inductive bias provided by the
pooling, as well as the worse convergence of the
model.
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Table 4: Comparison of the proposed models.

Patches Full Full
Method Parameters (M) TOP-1 TOP-1 TOP-5
HardNet 1.3 93.02 + 0.51% 77.19 4+ 0.93% 85.11 £ 0.77%
HardNetONN + EDEN 1.3 91.73 £ 0.48% 76.63 & 0.81% 84.5 +0.47%
HardNetONNSmall 1.3 90.48 4+ 0.68% 74.40 +1.03% 82.06 £+ 0.91%
HardNetONN 4 93.41 £ 0.43% 78.38 +0.35% 86.26 + 0.44%
HardNetONNDrop 4 92.55 £ 0.31% 78.18 +0.98% 85.37 £ 0.63%
HardNet3_.128 5.7 93.50 & 0.54% 77.544+0.31% 86.18 £ 0.44%
HardNet3_384 12 94.30 + 0.56% 78.75+0.33% 86.28 £+ 0.44%
, TOP-1 TOP-2 N
®
[ J
78
- o
g 77 ¢
g . TOP-3 TOP-4
'_6.'76 ® HardNet RN RN
IS ® HardNetONNEDEN N Y
® HardNetONNSmall
@® HardNetONN
751 @ HardNetONNDrop
@ HardNet3_128
HardNet3_384 °
6 7 8 9 10 A 3

Time to process 1 patch in ms

Fig. 10: Plot of TOP-1 re-identification accuracy
versus processing speed for all models. The circle
size corresponds to the number of parameters in
the model.

4.4 Qualitative evaluation

Visual examples of the re-identification results for
the proposed NORPPA method are presented in
Fig. 11. For the final version we use HardNet
trained on Brown and HPatches datasets. Upon
inspecting the results with highlighted areas, it is
evident that the proposed method learns to per-
form the matching between query and database
images based on the characteristics of the pelage
pattern. Furthermore, it can be seen that the
method is able to find the corresponding regions
in the patterns in very challenging cases (Fig. 12).

4.5 Quantitative evaluation

SaimaaReID (Nepovinnykh et al., 2020), Ladoga-
RelID (Nepovinnykh, Chelak, et al., 2022) without
grouping step and NORPPA seal re-identification

Fig. 11: TOP-4 examples for the NORPPA
method. First line: query image. Second line:
four best matches in a decreasing order of sim-
ilarity from left to right. Matched hotspots are
highlighted in green. TOP-1-TOP-3 matches are
correct. TOP-4 is incorrect.

methods have been compared to HotSpotter(Crall
et al., 2013), which is another method developed
for patterned animal re-identification. HotSpotter
is species-agnostic, and as such can be applied
to Saimaa ringed seals as well. The results of
NORPPA and HotSpotter for the Saimaa ringed
seal dataset are presented in Table 5. It can be
seen that the proposed method clearly outper-
forms HotSpotter based on TOP-1 accuracy. The
difference is even more clear on TOP-5 accu-
racy, implying that even when NORPPA (fails
to correctly re-identify the seal, it is often able
to provide a high rank for the correct match in
the database. This is especially useful when the
method is applied in a semi-supervised manner
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(d)

Fig. 12: Examples of some challenging cases. Top images are matched to the bottom images. The seal
segmentation is shown in orange. The matching regions are highlighted and connected with green lines,
the intensity corresponds to the similarity of a matched pair. The algorithm is able to match patterns
even when the pose and point of view change significantly. (a) shows a successful match in the presence

of some foreground obstacles.

Table 5: Comparison of re-identification results between HotSpotter, NORPPA and previous iterations
of the algorithm: SaimaaReID (Nepovinnykh et al., 2020) and LadogaReID (Nepovinnykh, Chelak, et al.,

2022).
Method TOP-1 TOP-2 TOP-3 TOP-4 TOP-5
SaimaaReID (Nepovinnykh et al., 2020) 35.23%  41.45%  44.61%  47.92%  60.39%
LadogaReID (Nepovinnykh, Chelak, et al., 2022)  39.94%  45.15%  50.06%  53.58%  56.67%
HotSpotter (Crall et al., 2013) 61.87%  63.09%  63.63%  63.93%  64.42%
NORPPA (ours) 77.64% 80.91% 82.97% 84.18% 85.27%
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where the algorithm provides a set of possible
matches for the expert to verify.

By considering a larger number of top matches,
it is possible to further increase the chances of
finding a correct individual. The plot of the top-
k accuracy relative to the k value is presented
in Fig. 13. The relationship for the NORPPA,
SaimaaRelD and LadogaReID methods is loga-
rithmic in nature with fast growth for small k
values, which slows down significantly with higher
values. HotSpotter, on the other hand, exhibits
almost no improvement after TOP-2 accuracy,
with the difference between TOP-1 and TOP-5
accuracy being only about 2%, while the differ-
ence for NORPPA is almost 10%. The improve-
ment in accuracy is a desirable property for a
semi-automatic approach, offering a considerable
accuracy improvement in exchange for a relatively
small increase in the manual work required (as
compared to a fully manual approach). Depend-
ing on the final application and available data,
the relationship between the top-k accuracy and
k can be used to determine the optimal number of
matches to be returned by the algorithm.

[e] [Ye]
o o

~
o

o))
o

Accuracy, %

NORPPA

50+ LadogaRelD
—— SaimaaRelD
40 -
HotSpotter
1 5 10 15 20

k
Fig. 13: Plot of top-k re-identification accuracy
for the proposed NORPPA method relative to k.

5 Conclusion

A novel method for Saimaa ringed seal re-
identification called NOvel Ringed seal re-
identification by Pelage Pattern Aggregation
(NORPPA) was proposed in this paper. The

method utilizes pelage pattern extraction and fea-
ture aggregation inspired by content-based image
retrieval techniques. The re-identification pipeline
consists of image enhancement, seal instance seg-
mentation by Mask R-CNN, U-net based pelage
pattern extraction, pattern feature extraction, fea-
ture aggregation, and individual re-identification
by database search. Improved pattern feature
embeddings were proposed by employing affine-
invariant region of interest detection, CNN based
feature descriptors, and Fisher Vector feature
aggregation to obtain fixed size embedding vec-
tors with high discriminative power. The proposed
method was applied to a novel and challenging
Saimaa ringed seal dataset and showed superior
performance compared to HotSpotter and earlier
versions of the Saimaa ringed seal re-identification
method by the authors. One additional benefit
of the proposed method is that it allows fea-
tures to be aggregated over multiple images. This
opens interesting possibilities for further research
as sequences of game camera images can be uti-
lized to create a single descriptor for a larger
portion of a pelage pattern by filling in the gaps
created by obstructions and viewpoints. While the
method was developed for Saimaa ringed seals,
it is also possible to apply it on other patterned
animal species.
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