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ABSTRACT

Privacy preservation has long been a concern in smart acoustic
monitoring systems, where speech can be passively recorded along
with a target signal in the system’s operating environment. In
this study, we propose the integration of two commonly used ap-
proaches in privacy preservation: source separation and adversar-
ial representation learning. The proposed system learns the latent
representation of audio recordings such that it prevents differen-
tiating between speech and non-speech recordings. Initially, the
source separation network filters out some of the privacy-sensitive
data, and during the adversarial learning process, the system will
learn privacy-preserving representation on the filtered signal. We
demonstrate the effectiveness of our proposed method by compar-
ing our method against systems without source separation, without
adversarial learning, and without both. Overall, our results suggest
that the proposed system can significantly improve speech privacy
preservation compared to that of using source separation or adver-
sarial learning solely while maintaining good performance in the
acoustic monitoring task.

Index Terms— sound event detection, privacy preservation,
source separation, adversarial networks

1. INTRODUCTION

The bloom of smart sensors has facilitated the process of data col-
lection, enabling the integration of machine-learning approaches for
various tasks. However, the transmission of data from local de-
vices to remote servers for processing threatens user privacy: ad-
versaries may access and exploit the data maliciously without the
user’s permission. One specific area that raises privacy concerns is
acoustic monitoring, such as smart homes and smart cities, which
targets recognizing pertinent sound events. While an acoustic mon-
itoring system only targets non-speech sound events, most environ-
ments where such systems operate also contain speech. Speech sig-
nals contain personal information about speakers, including iden-
tity, gender, accent, as well as conversation content. Therefore, if
attackers gain access to the speech signal, it could result in a dan-
gerous privacy invasion for users.

Adversarial setups have emerged as a widely employed strategy
for addressing privacy concerns in audio processing tasks. One of
the first studies in the field is [1], which proposed learning a rep-
resentation that supports automatic speech recognition while being
able to hide speaker information. The paper highlights the prob-
lem of recoverability of privacy information: performance of open
set speaker recognition actually increases compared to when no pri-
vacy measure is taken. Noé et al. [2] used speakers’ gender as a
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privacy criterion and proposed an adversarial setup between gender
classification and automatic speaker verification. Perero-Codosero
et al. [3]] extended the adversarial setup to multiple privacy criteria:
speaker ID, gender, and accent. The work demonstrates the supe-
rior privacy-preserving capabilities of multiple privacy branches in
adversarial learning; however, the recovery of privacy information
raised in [1] is yet to be addressed. The study in [4] proposed ro-
bust discriminative adversarial learning (RDAL) as a solution for
this problem by periodically optimizing a new speech discrimina-
tor during adversarial training. While RDAL achieved a substantial
amount of reduction of information about speech activity, it did not
reach the level of random guess which is the ultimate target, leaving
room for additional techniques to improve the performance.

In recent years, source separation has also gained attention as a
privacy-preserving approach in audio processing. Cohen-Hadria et
al. [S)] proposed a method of anonymizing the speech content and
speaker’s identity while having acoustic scenes preserved. Speech
and non-speech signals are separated using a deep U-Net model,
and the separated speech signal is then blurred. To deploy a light-
weight privacy-preserving model for mobile systems, Xia and Jiang
[6] proposed a sound source filtering algorithm called probabilis-
tic template matching to generate a set of privacy-enhancing filters
that remove privacy-sensitive signals using learned statistical “tem-
plates” of these sounds. The template is only built on a specific
individual; thus, it cannot generalize to other people’s speech sig-
nals. The proposed method in [7]] preserves privacy-sensitive speech
content in cough events detection by integrating a source separation
model to filter out speech content before performing cough detec-
tion. In speech-overlapping conditions, speech separation is used
to extract only speech from a target user, preserving the privacy
of non-target speakers [8] [9]. Although source separation can be
used for source-wise processing to preserve audio privacy, it can
not completely remove the presence of privacy-sensitive informa-
tion in the audio while posing a degradation in the performance of
the utility task.

To address the setbacks of adversarial and source separation in
speech privacy preservation stated above, we investigate the inte-
gration of both approaches into a privacy-preserving system. In this
study, we further enhance privacy preservation by incorporating a
source separation network into the existing RDAL system in [4],
thereby improving the efficiency of speech information removal.
We show that the proposed method enables a better performance
compared to either of the separate components.

The paper is structured as follows: a masking-based approach
to adversarial representation learning is described in Section 2] the
system’s performance in preventing speech presence detection from
audio representation is evaluated in Section [3] and the study con-
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Figure 1: The schematic diagram of RDAL-M. M is the source separation network, F' is the feature extractor, C'is the sound event classifier,
D is the speech discriminator on the adversarial branch, and D’ is the speech discriminator activated only after P epochs. L represents
different losses. The solid lines show the forward pass. The dashed line shows the forward pass to D’ only after every P epochs. The dotted
line shows the backpropagation from the losses to the corresponding weights. The dotted arrows with empty heads from F' to M represent
the backward pass in the learnable mask approach. In the fixed mask approach, there is no backpropagation from F' to M, and the parameters

of the pre-trained M are kept fixed during the training of RDAL-M.

cludes with a summary of findings.

2. METHOD

2.1. Problem setup

From the input audio features x, our target is to derive a latent
representation z which allows identifying the sound event class y
while minimizing the exposure of privacy-sensitive attribute s of the
speech signal. In this study, x is the short-time Fourier transform
(STFT) magnitude spectrogram of the input audio signal, y repre-
sents sound event labels using one-hot encoding, and s is the bi-
nary classification label of speech and non-speech. As the proposed
method of privacy-preserving is generic, speech attributes can also
be added to s as the privacy measures in the learning process.

2.2. Robust discriminative adversarial learning with masking

The proposed robust discriminative adversarial learning with mask-
ing (RDAL-M), illustrated in Fig. [T} includes a source separation
network M, a feature extractor F' for representation extraction, a
sound event classifier C' to identify the target sound event in the
audio recording, and a speech discriminator D which classify the
sample into speech and non-speech. We integrate the source sepa-
ration network with the adversarial system in two approaches: fixed
mask and learnable mask. In the fixed mask approach, M is pre-
trained for speech removal purposes and kept fixed during the ad-
versarial training. In the learnable mask, the training of M is within
the adversarial training process.

For the training of RDAL-M, the dataset X contains N train-
ing samples x with sound event labels y, and speech label s, i.e.
X = {(x4,y:,5:)L1}. The pre-training process of M in fixed
mask utilizes X®, a subset of X which consists of N, samples that
contain both speech and sound events.

The source separation network M learns a mask to estimate
the magnitude spectrogram of sound events only. Specifically,
M outputs a continuous mask in the range of [0, 1] denoted as
fo,, (x). The separated spectrogram X, is estimated by element-
wise multiplying the input spectrogram by the mask. In the fixed
mask approach, given x° € X®, M is optimized by minimiz-
ing the mean absolute error between the estimated spectrogram
Xg = X° ® fo,, (x°) and the target spectrogram of isolated sound
events xg within X*® as
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The latent representation z = F'(log-mel(xm)) is extracted

from the log-mel spectrogram of the filtered signal. To achieve
good sound event detection (SED) capability, the feature extractor
F and sound event classifier C are optimized together over N train-
ing samples with the objective function

N
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which is the cross-entropy loss between the true sound events y and
the predicted sound events § = C(z).

To prevent speech activity detection (SAD) in the audio repre-
sentations, the optimization process also follows a minimax crite-
rion between F' and a speech discriminator D:

N
. 1 A X
max min Lodo = N E,l s; log§; 4+ (1 —s;)log(1l —§;). (3)

Here, binary cross entropy is used as the loss between the true
speech label s and the corresponding predicted output § = D(z).
The goal is for D to be optimized for the classification of speech
samples, while F’ tries to minimize such capabilities. With the in-
spiration of [[10], a gradient reversal layer (GRL) module is placed
between F' and D. During backpropagation, the GRL module mul-
tiplies the gradient of L4, with a negative number before updating
the weights of F':
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This optimization process, however, does not guarantee that the
sensitive speech information is irrecoverable. Therefore, adapting
from [4], a new speech discriminator D’ is presented, which is op-
timized once after every P epochs of adversarial learning with the
objective function where §' = D’(z)
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After being optimized, the weights of D’ are shared with D to
continue the adversarial process. The supervised optimization of
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D’ ensures that the performance of the adversarial discriminator al-
ways stays at the maximum level and the adversarial process occurs
efficiently.

In the learnable mask approach, M is optimized in the adver-
sarial training process, and the parameters of M are updated using
the gradients from L5 and Lags:
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3. EVALUATION

To assess the effect of source separation and adversarial learning,
we implement an ablation study with the following components:
the source separation network M, the feature extractor F, the sound
event classifier C, and the speech discriminator D on the adversar-
ial branch. Specifically, we compare the performance of RDAL-M
in preserving speech privacy against the baseline, RDAL, and the
masking method.

In the baseline, no privacy measures are taken, which means
that ' and C are trained jointly in a supervised manner for the
SED task. RDAL preserves audio privacy by having an adversar-
ial branch with the speech discriminator D in the feature learning
process [4]. The masking method uses the pre-trained source sep-
aration network M to remove speech, and thereafter, F' and C' are
optimized in a supervised manner while keeping M fixed. The out-
put from M is either continuous mask in the interval [0, 1] or binary
mask with a threshold of 0.4: mask values smaller than 0.4 are set
to 0, and the remaining ones are set to 1. The results for both ap-
proaches are reported to investigate the speech privacy preserving
efficiency of the masking method with supervised feature learning.

3.1. Dataset

This study employs one-second audio recordings of either the mix-
ture of speech and sound events or the sound events only. The
dataset used in this study is similar to that from [4].

The sound event data originate from FSD50K [11]. Dog Bark-
ing, Glass Breaking, and Gun Shot are selected as the target sound
event classes. The most energetic one-second segment is extracted
from each audio sample and normalized by subtracting its mean and
dividing by the standard deviation.

The speech contents are provided by LibriSpeech corpus [12].
The speech signals are resampled from 16 kHz to 44.1 kHz to match
the sampling rate of the sound events. The most energetic one-
second segment is extracted from each sample and normalized fol-
lowing the same process discussed above. The extracted segments
are attenuated by 5 dB, and the mixtures are created by adding the
speech content from Librispeech train-clean-100 and dev-clean and
the segments of sound event recordings from FSD50K development
and evaluation sets together. To create a balanced dataset between
speech and non-speech samples, the number of one-second seg-
ments extracted from speech recordings in LibriSpeech is half the
number of sound event segments.

Two disjoint sets, development and test, are obtained after cre-
ating the mixtures. For the training of the RDAL-M system, 90%
of the development set is chosen randomly to be dedicated to the
training set, and the remaining 10% goes to the validation set. For
training the source separation network M of RDAL-M fixed mask
approach and the masking method, we utilized the mixtures from
the training set as the model input and the corresponding sound
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Table 1: Number of samples for each sound event and the number
of samples containing speech in each split

Train | Validation | Test

Dog barking 374 40 122

Seoggg Glass breaking 374 40 96
v Gun shot 314 34 134
Speech 531 57 176

event segments before merging as the ground truth. Table[I] shows
the number of samples of each sound event and the number of sam-
ples containing speech within each split. For each sound event in
each split, we ensure that half of the samples contain speech.

3.2. Model architecture

The source separation network M takes the STFT magnitude as the
low-level feature input. The STFT is computed using a Hamming
window with a window size of 32 ms and a hop length of 10 ms.
These parameters are chosen based on [13]] and scaled based on
the sampling frequency of the audio recordings. The input of our
feature extractor F' is the log-mel spectrogram calculated on the
output of the source separation network M with 64 mel filters.

The source separation network M utilizes the U-Net structure,
which was originally designed for cell segmentation [[14]. The study
in [15] successfully applied this structure to separate singing voice
from non-vocal elements. Our source separation network M fol-
lows the architecture from [[15]. Encoder includes six 2D convo-
lutional blocks, each consisting of a convolutional layer with ker-
nel size 5 X 5 and a stride of 2 followed by Batch Normalization
and LeakyReLU. The first block consists of 16 convolutional filters
and it doubles at each block. The decoder has the same number
of blocks in which convolutional layers are replaced by transposed
convolutions and LeakyReLU by ReLU. It halves the number of fil-
ters at each block until it has 16 feature maps. The last layer outputs
the mask and uses Sigmoid as the activation function.

Similar to [4], the architecture of the feature extractor F’ is
adapted from the CNNG6 architecture in [13]]. F' includes 4 convolu-
tional blocks; each block consists of a 2D convolutional layer with
the kernel size 3 x 3 followed by ReLU, and Batch Normalization.
The number of filters in the convolutional blocks is 64, 128, 256,
and 512, respectively. Max pooling of size 2 X 2 is applied after
the first 3 convolutional blocks, and global max pooling is applied
to the output of the last convolutional layer to transform 2D data
into a 1D feature vector. Finally, a fully connected layer reduces
the dimension of the 1D representation from 512 elements to 64 el-
ements. C' consists of one linear layer with softmax activation. D
includes 4 linear layers. The first 3 layers have output dimensions of
48, 32, and 16, and each layer is followed by LeakyReLU. Sigmoid
is applied on the output layer.

3.3. Training

In the fixed mask approach of RDAL-M and the masking method,
the source separation network M is trained with an Adam optimizer
with a learning rate of 0.001. The training for M has the patience of
20 epochs on the validation loss, and the parameters of the trained
source separation network M are kept fixed during the adversarial
training process.
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Table 2: Results table of the ablation study with source separation and adversarial learning

no masking with masking
Method supervised adversarial continuous mask [ binary mask | fixed mask [ learnable mask
feature learning | feature learning (RDAL) supervised adverarial feature
feature learning learning (RDAL-M)

SEDaccuracy 0.84 £0.01 0.84 +£0.02 0.84 £0.01 0.84 £0.01 | 0.86 +0.01 0.84 £0.02

SADiceuracy 0.79 £0.02 0.57£0.04 0.57£0.04 0.75+£0.01 | 0.50+0.03 0.55 £ 0.04

AUC score 0.88 +0.02 0.60 £ 0.05 0.59 +0.05 0.83+0.01 | 0.50 +0.03 0.58 4+ 0.06
10 Pt significantly better gain in privacy considering the SAD accuracy
T ez and the AUC score compared to RDAL and the masking method. In
o = detail, RDAL-M obtains both the SAD accuracy and the AUC score
0.8 iy g of 0.50 for the fixed mask approach, which equals the random guess
R I e rate for a binary classification task. The ROC curves presented in
I_-: - y Fig. P] demonstrate RDAL-M’s superior privacy preservation capa-
) L £ bility compared to RDAL and the masking method. Notably, the
§ 0.6 . / 7 efficacy of the binary classification task for RDAL-M fixed mask
o i . { is observed to be proximal to a random guess. We also measure
= | AT the source separation capability of M in different approaches us-
& h e ’ ing signal-to-distortion ratio (SDR), which is a common metric for
047 | g ‘ source separation evaluation. The SDR of the pre-trained source
= . 3_I o supervised FL separation network M in fixed mask is 11.72 £ 0.05, and the SDR
T adversarial FL (RDAL) of M in learnable mask, following its training in an adversarial pro-
0.2 i I -=-- supervised FL, continuous mask cess, is 3.45 & 1.03. The results indicate that the learnable mask
TH T -==- supervised FL, binary mask provides slightly better privacy preservation compared to RDAL
i —— adversarial FL, fixed mask and the masking method. This suggests that M can effectively iden-
l ;"'/ : f::j:;:r;ile’:; learnable mask tify and filter out privacy-sensitive information, and the filtered in-
0.04 formation may not necessarily be speech. Lastly, the SAD accuracy

0.0 0.2 0.4 0.6 0.8 1.0

False Positive Rate

Figure 2: ROC curves of different methods discussed in Tables
FL stands for feature learning.

We use the same training specifications as in [4]] for RDAL-M.
Ais set to O for the first 30 epochs to ensure that the speech classifier
D is adequately trained to classify between speech and non-speech
samples from the beginning of the adversarial training.

3.4. Results

Table 2] presents the SED accuracy, SAD accuracy, and AUC score
on the test set of the baseline, RDAL, masking method, and RDAL-
M. We take the accuracy and the AUC score in classifying speech
and non-speech signals as the metrics to evaluate the performance in
hiding privacy-sensitive content. A new speech classifier is trained
over the representations of the trained feature extractor F', simu-
lating the attacks where privacy intruders try to extract information
from speech activities encoded in the latent space. The reported re-
sults are obtained as the mean and standard deviation of 10 separate
runs for each approach. The SED and SAD accuracy of baseline
and RDAL are taken from [4], and we calculate the AUC score our-
selves.

From Table 2] we can have the following observations. Firstly,
the performance of RDAL-M on SED tasks is not compromised by
the application of the source separation network. In terms of privacy
preservation, the fixed mask approach of RDAL-M demonstrates a

and the AUC score in the masking method show that source sepa-
ration alone cannot fully hide the presence of the speech signal in
an audio recording although the source separation network M from
the masking method has relatively high SDRs of 11.64 + 0.18 for
continuous mask and 11.13 + 0.16 for binary mask.

4. CONCLUSION

Acoustic monitoring systems are prone to privacy leakage of users’
information. This study defines the problem of privacy violation
as detecting speech activity from the latent representation of au-
dio recordings. Our proposed method, RDAL-M, aims to learn
the latent representations of audio recordings in a way that pre-
vents the differentiation between speech and non-speech recordings.
RDAL-M utilizes both source separation and adversarial learning:
a source separation network partially removes privacy-sensitive sig-
nals and an adversarial learning setup between a feature extractor
and a speech classifier to preserve audio privacy. Specifically, the
feature extractor learns a privacy-preserving representation, while
the speech classifier tries to distinguish the speech presence from
the representation. Results from our evaluation demonstrate the
effectiveness of this method in obscuring speech presence within
audio recordings while significantly preserving the performance of
the utility task, thereby mitigating privacy violations resulting from
passive speech recording. The results also indicate that RDAL-M
performs equally to a random guess in a binary classification task
on the speech presence, hence offering better privacy preservation
than using only source separation or adversarial learning techniques
alone.
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