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ABSTRACT

Recent work has studied text-to-audio synthesis using large amounts
of paired text-audio data. However, audio recordings with high-
quality text annotations can be difficult to acquire. In this work, we
approach text-to-audio synthesis using unlabeled videos and pre-
trained language-vision models. We propose to learn the desired
text-audio correspondence by leveraging the visual modality as a
bridge. We train a conditional diffusion model to generate the audio
track of a video, given a video frame encoded by a pretrained con-
trastive language-image pretraining (CLIP) model. At test time, we
first explore performing a zero-shot modality transfer and condition
the diffusion model with a CLIP-encoded text query. However, we
observe a noticeable performance drop with respect to image queries.
To close this gap, we further adopt a pretrained diffusion prior model
to generate a CLIP image embedding given a CLIP text embedding.
Our results show the effectiveness of the proposed method, and
that the pretrained diffusion prior can reduce the modality trans-
fer gap. While we focus on text-to-audio synthesis, the proposed
model can also generate audio from image queries, and it shows
competitive performance against a state-of-the-art image-to-audio
synthesis model in a subjective listening test. This study offers a new
direction of approaching text-to-audio synthesis that leverages the
naturally-occurring audio-visual correspondence in videos and the
power of pretrained language-vision models.

Index Terms— Sound synthesis, audio generation, multimodal
learning, diffusion models, neural networks, machine learning

1. INTRODUCTION

With the advance of generative modeling [1-3] and language-audio
contrastive learning [4—6], various deep learning-based text-to-audio
synthesis systems have recently emerged [7-12]. However, these
systems typically require a large amount of paired text-audio data
for training. Despite extensive human annotation efforts, the current
largest public text-audio dataset contains around 630k text-audio
pairs [4]. Given the relative scarcity of text-audio data on the web
as compared to text-image data, it remains unclear whether we
can scale up text-audio datasets to a size comparable with large
scale text-image datasets, e.g., the LAION-5B dataset [13], which
contains 5.85 billion text-image pairs. In this work, we approach
text-to-audio synthesis without text-audio pairs through leveraging
the naturally-occurring audio-visual correspondence in videos and
the multimodal representation learned by pretrained language-vision
models (see Figure 1).

The proposed CLIPSonic model is based on a conditional diffu-
sion model [15], a constrastive language-image pretraining (CLIP)
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Figure 1: We learn the text-audio correspondence by leveraging the
audio-visual correspondences in videos and the multimodal repre-
sentation learned by pretrained language-vision models.

model [16], and a pretrained diffusion prior model [17], as illustrated
in Figure 2. Given a video, CLIPSonic is trained to synthesize the
mel spectrogram of the audio given a CLIP-encoded frame, ran-
domly selected from the video. Since CLIP embeds images and
texts into a cross-modal semantic space, CLIPSonic learns to map
the CLIP embedding space to audio. At test time, we first explore
performing a zero-shot modality transfer and conditioning the diffu-
sion model directly with a CLIP-encoded text query. However, we
observe in practice a noticeable performance drop with respect to
image queries. To close this gap, we adopt a pretrained diffusion
prior model to generate a CLIP image embedding given a CLIP
text embedding. We note that our proposed system requires only
1) unlabeled videos, for training the conditional diffusion model,
and 2) image-text pairs, for pre-training the language-vision models.
Through a subjective listening test and an objective evaluation, our
experimental results demonstrate the effectiveness of the proposed
method. Audio samples are available on our demo website.'

Our study differs from prior work in several ways. Existing text-
to-audio models rely on large amounts of text-audio training pairs [7—
12], whereas CLIPSonic learns text-queried audio synthesis without
text-audio pairs. Prior work studied image-to-audio synthesis [18—
20], but they do not examine the zero-shot modality transfer between
texts and images. CLIPSep [21] and CLIPSynth [22] propose to learn
text-queried source separation and audio synthesis from unlabeled
videos, respectively, but they do not address the issue of the zero-
shot modality transfer gap. DALL-E 2 [17] proposes the diffusion
prior model to address the zero-shot modality transfer gap in CLIP-
based text-to-image synthesis, and we explore leveraging a pretrained
diffusion prior model to transfer the knowledge learned from videos
for text-to-audio synthesis. Other related works are AudioLDM [9]
and MusicLM [12], which rely on language-audio models [4, 5]
to perform a zero-shot audio-to-text modality transfer, but such
language-audio models are trained on audio-text pairs.

lhttps://salu] 33445.github.io/clipsonic/
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Figure 2: Proposed CLIPSonic model. During training, CLIPSonic learns to synthesize the audio track of a video given the image in a video
frame. At inference time, we feed a text query in the form of “a photo of [label]” to approach text-to-audio synthesis or use a pretrained
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noisy spectrogram at diffusion step ¢. The generated mel spectrogram Xo

2. CLIPSONIC

In this section, we introduce the proposed CLIPSonic model for
learning text-to-audio synthesis from unlabeled videos. As illustrated
in Figure 2(a), CLIPSonic uses a mel spectrogram-based diffusion
model for audio synthesis. We adopt the diffusion framework for
its strong performance in audio synthesis [9, 23,24]. Given a video,
CLIPSonic is trained to synthesize the mel spectrogram of the audio
from the image in a randomly extracted video frame. Specifically, we
first use a pretrained CLIP image encoder to encode the image into a
query vector gqng. Then, this query vector is used as a conditional
signal to guide the diffusion model to generate a mel spectrogram
Xo. We adopt a denoising diffusion probabilistic model [15] and
classifier-free guidance [25], which allows us to control the degree
of conditioning signal through the guidance level variable w during
inference.” The generated mel spectrograms are inverted back to
waveforms using a separately-trained BigVGAN [14]. We choose
to perform diffusion on the mel spectrogram domain for its lower
dimensionality than waveforms, and because BigVGAN shows good
quality when synthesizing general audio from mel spectrograms.

CLIPSonic-ZS (zero-shot modality transfer). At inference time,
we aim to leverage the language-vision embedding space learned
by CLIP to achieve text-to-audio synthesis. CLIPSonic-ZS explores
swapping the CLIP image embeddings for the CLIP text embed-
dings, as a way to use text queries in a zero-shot modality transfer
setting. As illustrated in Figure 2(b), we use the CLIP text encoder
to encode the input text query into a query vector qtest, which is
fed as a condition to the diffusion model. We refer to this model as
CLIPSonic-ZS, where “ZS” stands for zero-shot modality transfer.

CLIPSonic-PD (pretrained diffusion prior). As to be shown
in Section 4, we observe a modality gap between CLIP’s text and
image embedding spaces. Following DALL-E 2 [17], we explore
relying on a diffusion prior model to bridge this gap. As illus-
trated in Figure 2(c), we first encode the input text query into a
CLIP text embedding vector g+ and then generate a CLIP image
embedding vector (img from qqes: using the pretrained diffusion
prior model. The generated query vector Qimy is then passed as
the conditioning signal to the diffusion model. We refer to this

2We use the formulation: Vx log pw (x| q) = (1 — w)Vx log p(x) +
wVx log p(x|q). A larger w leads to a stronger conditioning signal, and
w = 1 corresponds to a conditional model without classifier-free guidance.

inference) and the image queries (used for training). X; represents a
is inverted back to waveform by a pretrained BigVGAN model [14].

model as CLIPSonic-PD (pretrained diffusion prior). Note that both
CLIPSonic-ZS and CLIPSonic-PD require no text-audio pairs for
training. Further, both the CLIP and diffusion prior models can be
pretrained using only text-image pairs, hence suppressing the need
for paired audio-text data.

CLIPSonic-IQ and CLIPSonic-SD. While here we focus on text-
to-audio, CLIPSonic can also be used as an image-to-audio synthe-
sis model by using qimy queries. We will refer to this variant as
CLIPSonic-IQ (image-queried). Moreover, we find that it is possible
to train the diffusion prior model from scratch on domain-specific
datasets, and hence we also consider a variant called CLIPSonic-
SD (supervised diffusion prior), where we train the diffusion prior
model from scratch using text-image pairs in our datasets. As will
be specified in Section 3, since the text data used to train the diffu-
sion prior in CLIPSonic-SD comes from audio labels in this work,
CLIPSonic-SD serves as an oracle model against CLIPSonic-PD.
By comparing CLIPSonic-PD to CLIPSonic-SD, we intend to study
the effectiveness of using a diffusion prior model pretrained on a
massive amount of data against one trained on the target dataset.

3. EXPERIMENTAL SETUP

Data. We consider two datasets: VGGSound [26] and MUSIC [27].
The VGGSound dataset consists of 171,899 10-sec YouTube videos,
covering 310 classes of sounds in the wild, and we follow the train-
test split provided with the dataset. The MUSIC dataset consists
of 1,055 full-length YouTube videos of people playing a musical
instrument, with 21 instrument types in total. We randomly split the
dataset into a 9:1 train-test split. VGGSound represents a large, di-
verse dataset captured from unstructured sources in the wild, whereas
MUSIC represents a small, curated dataset of a specific domain of
interest. As both datasets come with only class labels, we convert
such labels into pseudo text in the form of “a photo of [label]”.

Baseline models. We compare CLIPSonic models against the fol-
lowing text-to-audio (TTA) and reconstruction models.

CLIP-TTA is the supervised version of CLIPSonic where we use
text-audio pairs for training. The pretrained CLIP-text embedding
is used as conditioning.

CLAP-TTA is the same as CLIP-TTA but uses pretrained CLAP-
text embeddings [4], where we use a prompt in the form of “the
sound of [label]”. Unlike CLIP-text embeddings, CLAP-text
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Figure 3: Objective evaluation results on VGGSound and MUSIC.

embeddings are expected to encode audio-grounded features rather
than visually-grounded features.

* BigVGAN mel spectrogram reconstruction are waveforms re-
constructed from the ground-truth mel spectrograms by the BigV-
GAN model. This serves as an upper bound of spectrogram-based
synthesis systems that use BigVGAN as the inversion model.

Implementation details. For mel spectrogram computation, we
use a sampling rate of 16 kHz, a hop size of 512, an FFT filter size of
2048, and 64 mel bands. During training, we use mel spectrograms
of size 64 x 64, which corresponds to two seconds of audio. For the
diffusion model, we follow the network architecture proposed in [15]
and use the open-source code in [28]. We use a cosine noise schedule
with 4000 diffusion steps during training and 1000 steps at inference
time. We use AdamW with a learning rate of 0.0001, a batch size of
32, and a dropout rate of 0.1 in classifier-free guidance. All diffusion
models are trained for 200 k steps on MUSIC and 500k steps on
VGGSound using two NVIDIA RTX 2080 Ti GPUs, which takes a
day on MUSIC and two days on VGGSound. For the pretrained CLIP
model, we use the “ViT-L/14” version trained on 400 million image-
text pairs [29]. We use a pretrained transformer-based diffusion
prior model trained on 2 billion image-text pairs using the same
backbone CLIP model [30]. For training the diffusion prior model
CLIPSonic-SD from scratch, we follow the same architecture as in
CLIPSonic-PD and use the code in [31]. We use AdamW with a
learning rate of 0.0001 and a batch size of 32. The diffusion prior
models are trained on MUSIC and VGGSound, respectively, until
convergence at around 200 k steps, which takes a day on a NVIDIA
RTX 2080 Ti GPU. For the CLAP model, we use the “630k-audioset-
fusion” version released in [32]. For the BigVGAN model, we
pretrain it on VGGSound for 500 k steps using the code in [33] and
use this pretrained version in all of our experiments.

Evaluation metrics. To compare the performance of our method
against the baselines, we sample 512 audio samples from each model
and compute the Fréchet audio distance (FAD) [34] and the CLAP
score [4, 10]. The FAD measures how close the generated audio
samples are to the reference audio in terms of quality and diversity.’
We adopt the open-source implementation provided in [35] and use
the VGGish [36] as the backbone model for FAD. The CLAP score
measures the relevance between the generated audio and the input
query text, and it is formally defined as the cosine similarity between
the CLAP embedding of the audio and that of the input text query.

Subjective test. We conduct a listening test to study the fidelity of
the generated audio and their relevance to textual (text-to-audio) and

3Following [7,9] we also computed the Fréchet inception distance (FID)
of the generated spectrograms, and found that the trend of FID aligned well
with that of FAD. For brevity, we only report and discuss the FAD results.

visual (image-to-audio) prompts. We ask 21 expert listeners to rate
the generated audio samples on a 1-5 scale in terms of fidelity and
relevance. Fidelity experiments study the quality of the generated
audio (without evaluating its semantic grounding) while relevance
experiments study the semantic correspondence with respect to the
prompt (without evaluating its audio quality). The audio samples
used for this test are available on our demo website.'

4. RESULTS

4.1. Objective Evaluation Results

Guidance. Figure 3 shows the results of the studied models as a
function of the classifier-free guidance scale w. As noted in [25]
using conceptually-similar measures, the different curves between
FAD and CLAP scores imply a trade-off between quality/diversity
(represented by FAD) and query-sample relevance (represented by
CLAP score). Noticeably, in terms of CLAP score, all models
(except CLIPSonic-PD on MUSIC) outperform the BigVGAN re-
construction on both datasets (see Figure 3(b) and (d)). We attribute
the higher CLAP scores to the classifier-free guidance as it is shown
to improve adherence to the conditioning [25] but at the cost of
diversity—note the increasing FAD in Figure 3(a) and (c) as w in-
creases. As such, practitioners can choose w based on their specific
requirements. We use w = 1.5 as it offers a good balance between
quality/diversity and relevance, and we report the results in Table 1.

Models without text-audio pairs. First, we discuss CLIPSonic
models in Table 1 that do not use text-audio pairs during training.
CLIPSonic-1Q (image-queried) achieves a strong performance on
both datasets. Yet, when we switch to using text queries in a zero-
shot setting with CLIPSonic-ZS, we observe a performance drop in
terms of FAD on both datasets. This performance drop suggests a
modality gap between CLIP’s image (used during training) and text
(used during inference) embedding spaces. In contrast, with the pre-
trained diffusion prior model, CLIPSonic-PD achieves a lower FAD
than CLIPSonic-ZS across different w values (see also Figure 3).
To further investigate this, we report in Table 2 the average cosine
similarity between the query embedding (Qes: O Qimg) and the
ground truth CLIP-image embedding qmy. We note that CLIPSonic-
ZS leads to a low cosine similarity, which supports our hypothesis
that there is a modality gap in CLIP’s embedding space. In con-
trast, CLIPSonic-PD achieves a significantly higher cosine similarity,
showing that the pretrained diffusion prior model can effectively
bridge the modality gap. Moreover, while we observe a lower CLAP
score for CLIPSonic-PD on MUSIC, we observe little difference in
the relevance criterion in the listening test to be discussed in Sec-
tion 4.2 (see Table 3), suggesting that all these models have passed a



Table 1: Evaluation results on VGGSound and MUSIC datasets, evaluated at w = 1.5.

Without Query modality VGGSound MUSIC
Model text-audi ; .
€X1-audio palrs  Training Inference FAD | CLAPscore? FAD /] CLAP score

CLIPSonic-1Q (image-queried) - Image Image 2.97 - 4.71 -
CLIPSonic-ZS (zero-shot modality transfer) v Image Text 343 0.258 19.30 0.284
CLIPSonic-PD (pretrained diffusion prior) v Image Text 3.04 0.265 13.51 0.254
CLIPSonic-SD (supervised diffusion prior) X Image Text 2.37 0.234 12.13 0.299
CLIP-TTA X Text Text 2.26 0.292 9.39 0.298
CLAP-TTA X Text Text 2.58 0.296 10.92 0.303
BigVGAN mel spectrogram reconstruction - - - 0.60 0.204 6.21 0.272

Table 2: Cosine similarities between various query embeddings.

Model Similarity computed VGGSound MUSIC

CLIPSonic-ZS sim(Qtext , Qimg) 0.205 0.245
CLIPSonic-PD SIM(Qimg , Qimg) 0.647 0.720
CLIPSonic-SD  sim(@imyg, Qimyg) 0.711 0.824

Table 3: Listening test results for text-to-audio synthesis (MOS).

VGGSound MUSIC
Model

Fidelity = Relevance  Fidelity = Relevance

CLIPSonic-ZS 2.55 +£0.22 2.01 £0.27 2.98 £ 0.23 3.87 £ 0.24
CLIPSonic-PD 3.04 £ 0.20 2.86 £+ 0.25 3.67 = 0.18 3.91 £ 0.24
CLIPSonic-SD 2.96 £+ 0.21 3.49 + 0.28 3.36 & 0.20 4.07 £ 0.22

Ground truth ~ 3.78 £0.19 3.54 £0.29 3.90 £ 0.17 4.34 £ 0.18

reasonable level of audio-text relevance.

Models using text-audio pairs. We now compare the baseline
models that do use text-audio pairs for training against the previ-
ous CLIPSonic variants. First, we see that CLIPSonic-SD, with
a diffusion prior trained directly on the target dataset, achieves a
lower FAD than CLIPSonic-PD, which uses the pretrained diffusion
prior. This is possibly due to the distribution mismatch between
the target datasets and the LAION-2B dataset used to train the pre-
trained prior.* From Table 2, we can also see that CLIPSonic-SD
can generate a CLIP-image embedding closer to the ground truth
embedding on the target datasets than CLIPSonic-PD. Yet, in our
subjective evaluation below we will see that CLIPSonic-PD still
exhibits a favorable degree of generalization to downstream datasets
since it consistently outperforms CLIPSonic-ZS. Moreover, we ob-
serve a gap between the performance of CLIPSonic-PD and that of
CLIP-TTA and CLAP-TTA. However, we note that this is an unfair
comparison as CLIP-TTA and CLAP-TTA are trained on audio-text
pairs, while CLIPSonic-PD does not use audio-text pairs in training.

4.2. Subjective Listening Test Results

Text-to-audio synthesis. We conduct an ablation study to compare
CLIPSonic-ZS, -PD and -SD variants on MUSIC and VGGSound.
As shown in Table 3, CLIPSonic-ZS consistently underperforms,
arguably because of the aforementioned mismatch between text and

“We note that there is also a mismatch in the semantics of the textual
queries, where the target datasets contain audio-specific labels while LAION-
2B contains visually-grounded labels. However, the similar performance of
CLIP-TTA and CLAP-TTA suggests that this is a minor effect.

Table 4: Listening test results for image-to-audio synthesis (MOS).

Model Fidelity Relevance

CLIPSonic-IQ (image-queried) 3.29 £0.16 3.80 £ 0.19
SpecVQGAN [19] 2.15+0.17 2544023
IM2WAv [20] 2.19+0.15 3.90 £+ 0.22

image embeddings. The two contributed variants, i.e., CLIPSonic-
PD and -SD, consistently achieve higher MOS than CLIPSonic-
ZS, both in terms of relevance and fidelity. Notably, the ground
truth scores are relatively low (an MOS between 3 to 4), especially
noticeable for VGGSound as it is noisier than the MUSIC dataset.

Image-to-audio synthesis. While our focus is to study text-to-
audio synthesis, CLIPSonic-1Q can also generate audio from image
queries. We compare it against SpecVQGAN [19], a representa-
tive image-to-audio model, and IM2WAvV [20], a state-of-the-art
model for image-to-audio synthesis. All three models are trained on
VGGSound and tested on out-of-distribution samples from IMAGE-
HEAR [20]. The selected samples conform a challenging benchmark
for us because they are 1) selected from IM2WAV’s demo website
and 2) out-of-distribution. As shown in Table 4, CLIPSonic-1Q
outperforms the state-of-the-art in fidelity, while remaining compet-
itive in terms of relevance. The improved fidelity can possibly be
attributed to the fact that we use a continuous representation (mel
spectrogram) with a state-of-the-art inversion model (BigVGAN), as
compared to the discrete VQ-VAE representation used in IM2WAV.

5. CONCLUSION

We explored approaching text-to-audio synthesis without text-audio
pairs by using unlabeled videos and pretrained language-vision mod-
els. Through both objective and subjective evaluations, we showed
that the proposed models can effectively learn text-to-audio synthesis
without text-audio pairs, and the pretrained diffusion prior can reduce
the modality transfer gap caused by the mismatch between CLIP’s
image (used for training) and text (used for inference) embedding
spaces. Moreover, in a subjective listening test, the image-to-audio
synthesis model that we base our modality transfer upon achieves
competitive performance against a state-of-the-art image-to-audio
synthesis model. Finally, we argue that images provide rich condi-
tioning signals for audio synthesis, and leveraging such rich signals
to improve text-to-audio synthesis is a promising research direction.
Along this direction, CLIPSonic represents an example using videos
and pretrained language-vision models. For future work, we intend
to scale up the proposed method to a larger amount of videos, and
explore using tri-modal audio-vision-language models [6,37,38].
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A. IMPLEMENTATION DETAILS OF THE DIFFUSION
PRIOR MODELS

The diffusion prior models used in this paper are based on the open-
source implementation of DALL-E 2 in [31]. Specifically, the input
to the models is a sequence formed in the order of the encoded CLIP
text tokens, the CLIP text embedding, the diffusion step embedding,
the noised CLIP image embedding, and a learnable final input em-
bedding. This sequence is fed to a 12-layer transformer consisting of
causal multi-head self-attention and feed-forward networks. The last
layer’s final output vector corresponding to the final input embedding
serves as the prediction of the target CLIP image embedding.

For the diffusion prior model used in CLIPSonic-SD, we use a
cosine noise schedule with 1000 diffusion steps during training, and
64 steps at inference time. At each diffusion step during training,
we minimize the mean squared error between the predicted and
the target CLIP image embeddings. Based on DALL-E 2 [17], we
also explore the classifier-free guidance for training the diffusion
prior models by randomly replacing the encoded text tokens and
the CLIP text embedding with learnable placeholders 10% of the
time. However, at inference time, we empirically find that using no
guidance yields the best results. At inference time, for each CLIP
text embedding, we generate two CLIP image embeddings from
the diffusion prior model, and select the one with a higher cosine
similarity to the CLIP text embedding. To train the model, we use
the AdamW optimizer with a learning rate of 0.0001, a batch size
of 32, a weight decay of 0.06, and we apply an exponential moving
average on the model parameters with a decay factor of 0.9999. The
diffusion prior models in CLIPSonic-SD are trained on MUSIC and
VGGSound independently until convergence at around 200 k steps.

B. CLAP SCORES FOR BIGVGAN RECONSTRUCTIONS

In Figure 3, we observe that the CLAP scores of the BigVGAN
reconstruction using the ground truth mel spectrogram, in many
cases, are lower than those of the proposed systems, which indicates
lower relevance between the ground truth audio and the text query.
In order to adhere to the length of the test data, the BigVGAN
CLAP scores are obtained based on the entire 10-sec audio samples.
However, empirical listening finds that some segments within the
10-sec samples correspond poorly to the text queries. To further
investigate the correspondence, We also compute the BigVGAN
CLAP scores using a 4-sec sliding window (consistent with the
synthesized sample length) with a hop size of 0.5 sec, and report the
maximum, mean, and the minimum scores over all 4-sec segments
within a 10-sec sample as the overall score of that sample.

As shown in Table 5, the maximum scores on both datasets are
higher than the rest, which supports our observation by listening.
On VGGSound, the maximum CLAP score also exceeds those of
CLIPSonic-ZS, CLIPSonic-PD, and CLIPSonic-SD (see Table 1).
On MUSIC, there is a smaller gap between the maximum CLAP
score and that obtained using the entire 10-sec audio, indicating
a more uniform relevance level within a sample. However, the
studied models trained on MUSIC still outperform the BigVGAN
reconstruction in terms of the maximum CLAP score (except for
CLIPSonic-PD, and CLIPSonic-ZS without using the classifier free
guidance, see Figure 3). In addition to the contribution of the classi-
fier free guidance (Section 4.1), the remaining reason requires further
investigation. Possible directions include manually inspecting and
removing samples with poor audio-text correspondence, and also
finetuning CLAP on MUSIC.

Table 5: CLAP scores computed on BigVGAN reconstructions using
a sliding window.

Window size  Mode VGGSound MUSIC

4 sec Max 0.273 0.280
4 sec Mean 0.195 0.234
4 sec Min 0.111 0.185
10 sec - 0.204 0.272

C. LIMITATIONS

We observe some limitations of the proposed method. First, as
CLIPSonic is conditioned on the CLIP embedding of a single video
frame, it is not readily applicable to handle more complex text queries
that involve sequences of events or dynamic interactions between
objects. A more powerful language-vision model that can understand
videos is required to apply our proposed method to leverage the rich
temporal information in videos. Second, since the conditioning
signals are extracted from videos, CLIPSonic cannot learn audio
concepts that have little meaning in the visual domain, such as pitch,
prosody, genre, and tempo. This represents one of the fundamental
limitations of approaches that use the visual domain as a bridge
to learn the text-audio correspondence. Finally, CLIPSonic offers
limited controllability in generating semantically complex audio,
such as speech or music given specific words or scores, respectively.
However, the proposed method may serve as a pretraining approach
for training language-audio models, where we can first pretrain a
language-audio model on a large dataset with only unlabeled videos
and later finetune the model on a small dataset with audio-text pairs.
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