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Stochastic Ordering based

Carrier-to-Interference Ratio Analysis for the

Shotgun Cellular Systems

Prasanna Madhusudhanan, Juan G. Restrepo, Youjian (Eugene) Liu, Timothy X

Brown, Kenneth R. Baker

Abstract

A simple analytical tool based on stochastic ordering is developed to compare the distributions of

carrier-to-interference ratio at the mobile station of twocellular systems where the base stations are

distributed randomly according to certain non-homogeneous Poisson point processes. The comparison is

conveniently done by studying only the base station densities without having to solve for the distributions

of the carrier-to-interference ratio, that are often hard to obtain.

Index Terms: Carrier-to-interference Ratio, Co-channel Interference, Fading channels, Stochastic

ordering.

I. INTRODUCTION

A Poisson point process has been adopted in the literature for the locations of nodes in the

study of shotgun cellular networks, ad-hoc networks, and other uncoordinated and decentralized

communication networks [1], [2, and references therein]. An underlying assumption in all the

previous work is that the density of transmitters, referredto as base station (BS) throughout

this paper, is constant, i.e. the Poisson point process is homogeneous. Such a model does not

sufficiently represent reality.

In [2] and here, we have modeled BS arrangement by non-homogeneous Poisson point pro-

cesses inRl, l = 1, 2, and 3. We aim to characterize carrier-to-interference ratio
(

C
I

)

at a given
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mobile station (MS). In [2], we have derived semi-analytical expressions for the tail probability

of C
I
, denoted asP

({

C
I
> y

})

, by deriving the characteristic function of the reciprocal of C
I
.

Moreover, theC
I

characterization holds for a wide range of scenarios of interest such as arbitrary

distributions for fading and random BS transmission powers, arbitrary path-loss models and

arbitrary locations for the MS. In spite of such a general result, it is still not convenient to

compare theC
I

distributions of two different networks.

Is it possible to qualitatively compare twoC
I

distributions by only examining the BS densities

without having to obtain theC
I

distributions? This paper answers the question affirmatively

for certain BS densities by developing a stochastic ordering based tool. Concepts of stochastic

ordering have been applied to scenarios of interest in wireless communications in [3]. To the best

of our knowledge, this is the first work that uses stochastic ordering to understand large scale

random wireless networks. The main result of this paper is Theorem 1 for which Section III

develops the necessary tools. The utility of this result is explored in Section IV, by considering

several scenarios of interest in modeling the wireless network.

II. SYSTEM MODEL

The Shotgun Cellular System (SCS) is a model for the cellular system in which the BSs

are distributed in al-dimensional plane (l−D, typically l = 1, 2, and 3) according to a non-

homogeneous Poisson point process inR
l. The intensity function of the Poisson point process

is called the BS density function.

Without loss of generality, we restrict our attention to 1-DSCSs, because for theC
I

analysis,

the l-D SCSs can be reduced to an equivalent 1-D SCS [2, Lemma 2] with a BS density function

λ(r), wherer ≥ 0 is the distance of the BS from a mobile-station (MS) located at the origin.

For example, ahomogeneous l-D SCS with densityλ0 (> 0) is equivalent to a 1-D SCS with

density functionλ (r) = λ0blr
l−1, r ≥ 0, b1 = 2, b2 = 2π, and b3 = 4π [2, Corollary 1].

The BSs are assumed to have independent and identically distributed (i.i.d.) random transmis-

sion powersKi’s and shadow fadingsΨi’s across BSs. The deterministic path-loss isR−ε, ε > 0.

We assume an interference limited system and omit background noise. We focus on the signal

quality of a MS at the origin. The MS chooses to communicate with the BS that corresponds

to the strongest received signal power, referred to as the “serving BS”. All other BSs are the

“interfering BSs”. The signal quality at the MS is measured by C
I
=

KSΨSR
−ε
S

∑∞
i=1

KiΨiR
−ε
i

, whereS
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indexes the serving BS andi indexes the interfering BSs. Further,RS ≤ R1 ≤ R2 ≤ · · · are

ordered BS locations.

III. T HE STOCHASTIC ORDERING OF C
I

In this section, we present the theoretical tools that are used to compareC
I

tail probability by

comparing the equivalent 1-D BS densitiesλ(r). Since the effect of i.i.d. shadow fading factors

and i.i.d. transmission powers can be captured by modifyingthe BS density as shown in Section

IV-D, they are assumed to be 1 for all BSs. The generalizationto arbitrary path loss model is

given in [2, Section VI], which is also equivalent to modifying λ(r). As a result,C
I
=

R−ε
1

∑∞
i=2 R

−ε
i

.

Definition 1. LetX andY be two random variables such thatP ({X > x}) ≤ P ({Y > x}) , ∀ x ∈

(−∞,∞), then X issmaller than Y in the usual stochastic order and this is denoted byX ≤st Y .

Further,X =st Y meansP ({X > x}) = P ({Y > x}) , ∀ x ∈ (−∞,∞) . [4, p. 3]

If X and Y are theC
I

at the MS in two different SCSs,X ≤st Y implies that the MS in

the SCS corresponding toY is more likely to achieve better signal quality than in the SCS

corresponding toX.

Let {Rk}
∞
k=1 represent the set of distances of BSs from the MS (indexed in the ascending

order of the distance),Dk+1 = Rk+1 − Rk be the distance between two adjacent BSs, and

fDk+1|Rk
(d| r;λ(s)) be the probability density function (p.d.f.) ofDk+1 conditioned onRk = r,

as a function of the BS densityλ(s).

Lemma 1.

fDk+1|Rk
(d |r;λ(s)) = e−

´ r+d

r
λ(s)dsλ(r + d), and (1)

faDk+1|aRk
(d′ |r′;λ(s)) = fDk+1|Rk

(

d′
∣

∣

∣

∣

r′;
1

a
λ
(s

a

)

)

. (2)

Proof: Equation (1) follows from the properties of Poisson processes [5], [6]. Equation (2) is

proved byfaDk+1|aRk
(d′|r′;λ(s))

(a)
= 1

a
fDk+1|Rk

(

d′

a
| r

′

a
;λ(s)

) (b)
= 1

a
λ
(

r′+d′

a

)

exp

(

−
´

r′+d′

a

r′

a

λ(s)ds

)

(c)
= 1

a
λ
(

r′+d′

a

)

exp
(

−
´ r′+d′

r′
1
a
λ
(

s′

a

)

ds′
)

, where(a) is obtained by a variable change;(b) follows

from (1); and(c) is obtained by a variable change and gives (2).

Lemma 1 means that scalingDk+1 andRk by a is equivalent to scaling the BS density as
1
a
λ( r

a
). The significance of Lemma 1 in the context ofC

I
is as follows.
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Corollary 1. The distribution ofC
I

at the MS in the 1-D SCS with BS density functionλ(r) is

the same as that in 1-D SCSs with BS density functions1
a
λ( r

a
), ∀ a > 0, i.e., C

I

∣

∣

λ(r)
=st

C
I

∣

∣

1

a
λ( r

a
)
.

Proof: Let {Rk}
∞
k=1 correspond to the 1-D SCS with BS density functionλ(r). Then, since

the ordered BS locationsRk’s are determined by inter-BS distances, it follows from Lemma

1 that C
I

∣

∣

λ(r)
= (aR1)−ε

∑∞
k=2(aRk)−ε

∣

∣

∣

λ(r)
=st

(

R
′

1

)−ε

∑∞
k=2(R

′

k)
−ε

∣

∣

∣

∣

∣

1

a
λ( r

a
)

, whereR
′

k’s corresponding to1
a
λ( r

a
)

have the same distribution asaRk’s with λ(r).

As a result,
{

1
a
λ
(

r
a

)

, r ≥ 0, a > 0
}

forms a parametric family of BS density functions

such that the 1-D SCSs corresponding to them have the sameC
I

at the MS. In other words,

appropriately scaling the BS density function will not change the p.d.f. ofC
I
. Moreover, the

following special case is a direct corollary of the above result.

Corollary 2. In a homogeneous l-D SCS, C
I

is not a function of the BS density.

Proof: Firstly, recall that theC
I

at the MS in ahomogeneous l−D SCS with BS density

λ0 is the same as that in a1−D SCS with a BS density functionλ (r) = λ0blr
l−1. Next, from

Corollary 1, the distribution ofC
I

in this SCS is the same as that in a 1-D SCS with the BS

density function1
a
λ
(

r
a

)

= λ0αblr
l−1, α = a−l, a > 0. Thus, distributions ofC

I
corresponding

to αλ0 andλ0 are the same.

This was also observed in [2], where we showed that the expression for the characteristic

function of
(

C
I

)−1
did not involveλ0. Corollary 2 provides a simpler and more fundamental

proof. Next, we define a notation used in Theorem 1.

Definition 2. For BS density functionλ (r), the cumulative BS density function is defined as

µ(r) ,
´ r

0
λ(s)ds, and its inverse function is define asµ−1(q) , sup{r : µ(r) ≤ q}.

Sinceλ(r) ≥ 0, µ (r) is a monotonically increasing function ofr. In general, the inverse

function is not injective sinceλ(r) can be zero in arbitrary intervals ofr ∈ [0,∞) . The above

definition makes it injective. For certain BS densities, it is possible to compare twoC
I
’s by

comparing the densities without solving for the distributions. It is facilitated by Theorem 1.

Theorem 1. Let
{

λ1 (r) , µ1 (r) , µ
−1
1 (q)

}

and
{

λ2 (r) , µ2 (r) , µ
−1
2 (q)

}

be the BS density func-

tions, cumulative BS density functions and their inverse functions for two 1-D SCSs, respectively.
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The C
I

at the MS follows the stochastic orderC
I

∣

∣

λ1(r)
≤st

C
I

∣

∣

λ2(r)
, if for eachq > 0 anda =

µ−1

2
(q)

µ−1

1
(q)

,
1
a
λ1

(

r
a

)

≥ λ2(r), ∀ r ≥ µ−1
2 (q).

See Appendix A for the proof. Applications of the above theorem are in the next section.

IV. A PPLICATIONS OF THEC
I

STOCHASTIC ORDERING

A. Comparison of Homogeneous l−D SCSs (l = 1, 2, and 3)

Here, we show that the signal quality degrades as the dimension l of the homogeneous l-D

SCS increases, for which we need the following corollaries.

Corollary 3. For eachq > 0 and a =
µ−1

2
(q)

µ−1
1

(q)
, if ∆λ(r) , 1

a
λ1(

r
a
) − λ2(r) is a non-decreasing

function for all r ≥ 0, then C
I

∣

∣

λ1(r)
≤st

C
I

∣

∣

λ2(r)
.

Proof: Note that
µ−1

2
(q)
´

0

1
a
λ1

(

s
a

)

ds = q =
µ−1

2
(q)
´

0

λ2(s)ds. Hence,
µ−1

2
(q)
´

0

∆λ(s)ds = 0. Suppose

∆λ(µ−1
2 (q)) < 0, then∆λ(r) < 0, r ∈ [0, µ−1

2 (q)], since∆λ(r) is non-decreasing. This is a

contradiction. Thus,∆λ(µ−1
2 (q)) ≥ 0. Using Theorem 1, the corollary is proved.

Corollary 4. For ahomogeneous l-D SCS with BS densityλ0 and its equivalent 1-D BS density

function λl (r) = λ0blr
l−1, r ≥ 0, multiplying λl (r) with a non-increasing functionβ(r) > 0

improves theC
I
, i.e., C

I

∣

∣

λl(r)
≤st

C
I

∣

∣

β(r)λl(r)
. The inequality reverses ifβ(r) is non-decreasing.

Proof: If β(r) is non-increasing, for anya > 0, the density difference∆λ(r) = 1
a
λl(

r
a
) −

β(r)λl(r) = λ0bl
(

1
al−2 − β(r)

)

rl−1 is non-decreasing. By Corollary 3,C
I

∣

∣

λl(r)
≤st

C
I

∣

∣

β(r)λl(r)

holds. If β(r) is non-decreasing, the same proof applies with∆λ(r) = β(r)λl(r)− aλl(
r
a
).

Hence,C
I

∣

∣

λ1(r)

(a)

≥st
C
I

∣

∣

λ2(r)

(b)

≥st
C
I

∣

∣

λ3(r)
by pluggingl = 1, 2, 3 in λl (r) , respectively;(a) holds

becauseλ2 (r) = β (r)λ1 (r), whereβ (r) = b2
b1
r is a non-decreasing function; and similarly(b)

also holds. Thus, the comparison betweenC
I

′
s is done without finding their distributions.

B. A Qualitative Comparison between Two 1-D SCS

Consider ahomogeneous 1-D SCS with a BS density functionλ1 (r) = λ, r ≥ 0, and

another 1-D SCS with a BS density functionλ2 (r) =











α 0 ≤ r ≤ ρ

β r > ρ

, whereα > β. Such

λ2(r) might describe, for example, a highway passing through a region of greater population

September 24, 2018 DRAFT
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(BS density ofα) and then a region of smaller population (BS density ofβ). Usually, such a

scenario is approximated by a constant BS density through out the highway, which is represented

by λ1 (r) . If λ = α, it is easy to guess thatC
I

∣

∣

λ1(r)
≤st

C
I

∣

∣

λ2(r)
. But if λ > α, it is not clear

which SCS has betterC
I
. Theorem 1 shows that the SCS with densityλ2(r) has betterC

I
than

λ1 (r) , and the result holds irrespective of the specific values ofα, β, andλ. To apply Theorem

1, we note thatµ−1
1 (q) = q

λ
, q ≥ 0, and µ−1

2 (q) =











q
α

, q ≤ αρ

q+(β−α)ρ
β

, q > αρ

. Further,a(q) =











λ
α

, q ≤ αρ,

1+(β−α)ρ/q
β/λ

, q > αρ

. As a result, forq ≤ αρ, 1
a
λ1(

r
a
) =











α ≥ α = λ2(r) , q
α
< r < ρ

α ≥ β = λ2(r) , r > ρ

,

and forq > αρ, µ−1
2 (q) > ρ, 1

a
λ1(

r
a
) = β

1+(β−α)ρ/q
≥ β = λ2(r), r > ρ. Thus, applying Theorem

1,C
I

∣

∣

λ1(r)
≤st

C
I

∣

∣

λ2(r)
. Similarly, if α < β, we can showC

I

∣

∣

λ1(r)
≥st

C
I

∣

∣

λ2(r)
.

C. Comparison of Path-loss Models

Here, we compare theC
I

at the MS in twohomogeneous l−D SCSs with a BS densityλ0

and with different path-loss models,1
h1(r)

, and 1
h2(r)

, ∀ r ≥ 0. The proofs for Corollary 5 and

6 involve the following common steps. Firstly, using [2, Lemma 2], reduce the homogeneous

l−D SCS to the equivalent 1-D SCS with a BS density functionλi (r) = λ0blr
l−1, i = 1, 2.

Next, using [2, Theorem 5], the resultant 1-D SCSs can be reduced to an equivalent 1-D SCS

with path-loss exponentε = 1, i.e., 1
hi(r)

= 1
r
, and with BS density functions̄λi (r) =

λi(h−1

i (r))
h
′

i(h
−1

i (r))
,

i = 1, 2 whereh−1
i (·) is the inverse function ofhi (·) . Finally, we have two 1-D SCSs with the

same path-loss model1
hi(r)

= 1
r

and BS density functions̄λi (r) , r ≥ 0, i = 1, 2. We show that

Theorem 1 applies and derive the result.

Corollary 5. In a homogeneous l−D SCS, if the path-loss follows a power-law parametrized

by a path-loss exponent,ε, the C
I

at the MS improves as the path-loss exponent increases. In

other words, ifhi (r) = rεi, i = 1, 2, such thatε1 > ε2 > l, then
(

C
I

)

1
≥st

(

C
I

)

2
, where

(

C
I

)

i

corresponds to the path-loss model1
hi(r)

.

Proof: At the end of Step 2, the equivalent 1-D SCSs with a path-loss model 1
r

have the BS

density functions̄λi (r) =
λ0bl
εi

r
l
εi
−1
. Further,λ̄2 (r) = β (r) λ̄1 (r) , whereβ (r) = ε1

ε2
r

l
ε2

− l
ε1 , r ≥

0 is a non-decreasing function. Hence, Corollary 4 applies and C
I

∣

∣

λ̄1(r)
≥st

C
I

∣

∣

λ̄2(r)
.

September 24, 2018 DRAFT
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Hence, a simple proof that does not require solving the distribution of C
I

gives the expected

result that a channel with a greater path-loss exponent has abetter C
I
. The following corollary

establishes a similar result between two popularly used path-loss models [7].

Corollary 6. In a homogeneous l−D SCS with a BS densityλ0, the received signal of a MS

located at the origin satisfies
(

C
I

)

1
≤st

(

C
I

)

2
, where

(

C
I

)

1
corresponds to path-loss1

h1(r)
with

h1 (r) = rε1, r ≥ 0 and
(

C
I

)

2
corresponds to the path-loss1

h2(r)
with h2 (r) =











rε1 , r ≤ 1

rε2 , r > 1
,

whereε2 > ε1 > l. The opposite conclusion holds whenε1 > ε2 > l.

Proof: At the end Step 2,̄λ1 (r) = λ0bl
ε1

r
l
ε1

−1
, r ≥ 0, and λ̄2 (r) satisfies the equation

λ̄2 (r)β (r) = λ̄1 (r) , whereβ (r) =











1 , r ≤ 1

ε1
ε2
r

l
ε2

− l
ε1 , r > 1

. Sinceε2 > ε1 > l, β (r) is a non

increasing function. As a result, Corollary 4 holds and hence C
I

∣

∣

λ̄1(r)
≤st

C
I

∣

∣

λ̄2(r)
. Thus, the

system with the path-loss model1
h2(r)

has a better signal quality compared to that of1
h1(r)

. Now,

whenε1 > ε2 > l, β (r) is a non decreasing function andC
I

∣

∣

λ̄1(r)
≥st

C
I

∣

∣

λ̄2(r)
.

D. Shadow Fading and Random Transmission Powers

In all the results until now, the shadow fading factors and the transmission powers for all

the BSs were constant. Here, we generalize to the case when they are random variables, i.i.d.

across BSs. The transmission power and the shadow fading factor of the same BS could be

dependent. The following result reduces the 1-D SCS with random shadow fading factors and

random transmission powers to a 1-D SCS where both are 1.

Theorem 2. For the C
I

analysis in a 1-D SCS with BS density functionλ (r) , if the random

shadow fading factors{Ψi}
∞
i=1 and transmission powers{Ki}

∞
i=1 are i.i.d. across all the BSs, the

SCS is equivalent to another 1-D SCS with BS density functionλ̄ (r) = EΨ,K

[

(ΨK)
1

ε λ
(

r (ΨK)
1

ε

)]

,

whereE is the expectation operator w.r.t.Ψ andK, which has the same distribution asΨi and

Ki, ∀ i, respectively. This holds as long as the expectation converges.

Proof: For the random shadow fading and transmission powers case, the C
I

defined in

Section II can be written asC
I
=

(

Rj(KjΨj)
− 1

ε

)−ε

∑

i, i6=j

(

Ri(KiΨi)
− 1

ε

)−ε , where the indexj corresponds to the BS

September 24, 2018 DRAFT
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with the strongest received signal power at the MS. The aboveexpression for theC
I

corresponds

to a 1-D SCS with distances from the MS given by
{

Ri (KiΨi)
− 1

ε

}∞

i=1
, unity shadow fading

factors and unity transmission powers at each BS. Now, [2, Theorem 4] applies, and the new

1-D SCS has a BS density function̄λ (r) .

Thus, if there are random shadow fading factors and/or transmission powers at each BS,

one can first apply Theorem 2 to obtain the equivalent 1-D SCSswith constant shadowing

and transmission powers, and then apply Theorem 1 for the comparison ofC
I
’s. The following

corollary shows a scenario whereC
I

distribution is unaffected by the distributions of random

shadow fading factors and transmission powers.

Corollary 7. In a homogeneous l−D SCS with a BS densityλ0, theC
I

distribution at the MS does

not depend on the distributions of the random shadow fading factors{Ψi}
∞
i=1 and transmission

powers{Ki}
∞
i=1 , if they are i.i.d. across BSs and

∣

∣

∣
EΨ,K

[

(ΨK)
l
ε

]
∣

∣

∣
< ∞.

Proof: Firstly, recall that the homogeneousl−D SCS is equivalent to a 1-D SCS with a BS

density functionλ (r) = λ0blr
l−1, r ≥ 0. We have

(

C
I

)

rand

(a)
=st

C
I

∣

∣

λ̄(r)

(b)
=st

C
I

∣

∣

1

α
λ( r

α)
(c)
=st

C
I

∣

∣

λ(r)
,

where (a) is obtained by applying Theorem 2 to the 1-D SCS with the BS density function

λ (r) , to obtain the equivalent 1-D SCS with constant shadow fadingfactors and transmission

powers and with a BS densitȳλ (r) = EΨ,K

[

(ΨK)
1

ε λ
(

r (ΨK)
1

ε

)]

= EΨ,K

[

(ΨK)
l
ε

]

λ (r); (b)

is obtained by rewritinḡλ (r) as 1
α
λ
(

r
α

)

whereα =
(

EΨ,K

[

(ΨK)
l
ε

])− 1

l

; (c) is obtained by

applying Corollary 1. Thus, the shadow fading and random transmission powers have no effect

on the C
I

distribution.

This result was already proved in [2, Remark 4(a)]. But here,we have shown an elegant alter-

native proof that is based only on the concepts of stochasticordering. Finally, as a consequence

of Corollary 7, the results in Section IV-C also hold for cases with random shadow fading factors

and transmission powers that are i.i.d. across BSs.

V. CONCLUSIONS

This paper is an extension to our previous work in characterizing the C
I

of a SCS in [2].

The study of theC
I

at the MS in a cellular system with BSs distributed accordingto a non-

homogeneous Poisson process is difficult because the distribution of theC
I

is not in closed form

[2] and it is difficult to form an intuition about such networks. As a result, most of theC
I

analysis
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are restricted to thehomogeneous l −D SCSs. Here, we have developed a stochastic ordering

based tool to analyze theC
I

at the MS in such non-homogeneous Poisson processes. Due to

Theorem 1, for certain BS densities, we show that, by just comparing the BS density functions

of the SCSs, we can make strong inferences such as, a MS in a given SCS achieves aC
I

that is

at least as good as that achieved in another SCS without having to solve for theC
I

distributions.

Moreover, as a consequence of Theorem 1, elegant proofs are derived to show that (1) a MS

in a homogeneous l-D SCS sees decreasing signal quality as dimensionl increases; (2) theC
I

at the MS improves as the path-loss exponent of the channel increases; and (3) as far asC
I

is

concerned, a SCS with random shadow fading factors and random transmission powers, which

are i.i.d. across BSs, is equivalent to a SCS with constant shadow fading factors and transmission

powers and with a modified BS density.

APPENDIX

A. Proof of Theorem 1

Consider the 1-D SCS specified by the set{λ (r) , µ (r) , µ−1 (q)}, as in Definition 2. The

following remark relatesC
I

to the cumulative BS density.

If R1 denotes the distance between the serving BS and MS in the 1-D SCS,

P

({

C

I
> y

})

(a)
=

ˆ ∞

r1=0

P

(

C

I
> y

∣

∣

∣

∣

R1 = r

)

fR1
(r)dr

(b)
=

ˆ ∞

q=0

P

(

C

I
> y

∣

∣

∣

∣

Q = q

)

fQ(q)dq,

whereQ , µ(R1), andQ is an exponential random variable with mean 1.

Equation (a) is obtained by conditioning w.r.t.R1. Equation (b) is obtained by express-

ing (a) in terms of Q, where the p.d.f. ofR1 at R1 = µ−1 (q) is fR1
(r)dr|r=µ−1(q)

=

e−
´ r

0
λ(s)dsλ(r)dr

∣

∣

r=µ−1(q)
= e−qdq = fQ(q)dq, which does not depend onλ(r).

To show that the BS densityλ1(r) gives a worseC
I

thanλ2(r) does, one needs to show that
C
I

∣

∣

R1=µ−1

1
(q), λ1(r), r≥µ−1

1
(q)

≤st
C
I

∣

∣

R1=µ−1

2
(q), λ2(r), r≥µ−1

2
(q)

for all q > 0, where the condition of

the domain of the BS density is because the locations of interfering BSs only depend on the BS

density in that domain. Next, definea =
µ−1

2
(q)

µ−1

1
(q)

. By Corollary 1,

C

I

∣

∣

∣

∣
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1
(q), λ1(r), r≥µ−1

1
(q)

=

(
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1 (q)
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1
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1
(q)

=
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1 (q)

)−ε
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∣
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1
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1
(q)

=st

(
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2 (q)

)−ε
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k=2

(
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∣

∣

∣

∣
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2
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2
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,
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whereR
′

k’s are the ordered BS locations of the SCS with BS density1
a
λ
(

r
a

)

. The equation

means that the conditionalC
I

of the SCS with a BS densityλ1(r) is equivalent to an SCS with

BS density1
a
λ1(

r
a
) with the same location of the serving BS as the SCS with BS density λ2(r).

With the locations of the serving BSs equal and fixed,C
I

is a decreasing function of the

interference. Theorem 1.A.3.(a) of [4] says that decreasing functions reverse stochastic order.

Therefore, one only needs to show that the interferences satisfy
∞
∑

k=2

R−ε
k |R2≥µ−1

2
(q), 1

a
λ1(

r
a
), r≥µ−1

2
(q) ≥st

∞
∑

k=2

R−ε
k |R2≥µ−1

2
(q), λ2(r), r≥µ−1

2
(q). (3)

As shown in [2, Appendix B], the total interference power canbe expressed as
∑∞

k=2R
−ε
k =

limrB→∞ limN→∞

∑N
i=2Xi, whereXi is a Bernoulli random variable defined by

P ({Xi = 0|R1 = r1}) = pi, P
({

Xi = r−ε
i + o (∆r)

∣

∣R1 = r1
})

= 1− pi,

pi = λ(ri)∆r + o(∆r), ri = r1 + (i − 1)∆r, ∆r = rB−r1
N

, and r1 = µ−1
2 (q). Now, since the

condition 1
a
λ1(

r
a
) ≥ λ2(r) holds for all r ≥ µ−1

2 (q), we haveXi| 1
a
λ1(

r
a
) ≥st Xi|λ2(r), ∀i ≥ 2.

Since summation preserves the stochastic order [4, Theorem1.A.3.(b)], (3) is proved, completing

the proof of Theorem 1.
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