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Channel Assignment for Throughput Maximization
In Cognitive Radio Networks

Le Thanh Tan and Long Bao Le

Abstract—In this paper, we consider the channel allocation last several years [[3]-[13]. This paper focuses on devepi
problem for throughput maximization in cognitive radio net-  efficient channel assignment algorithms for spectrum slari

works with hardware-constrained secondary users. Specifly, iy 5 cognitive radio network with hardware-constrained-sec
we assume that secondary users exploit spectrum holes on a

set of channels where each secondary user can use at most onc;Qndary n,OdeS' . .
available channel for communication. We develop two chande [N particular, we consider the scenario where each secgndar

assignment algorithms that can efficiently utilize spectrm op- user can exploit only one available channel for communica-
portunities on these channels. In the first algorithm, secodary  tions. This can be the case where secondary users’ traesgeiv
users are assigned distinct sets of channels. We show thatish 5. equipped with only one radio with a narrow-band RF

algorithm achieves the maximum throughput limit if the number e o .
of channels is sufficiently large. In addition, we propose an front end [14]. In addition, it is assumed that white spaces

overlapped channel assignment algorithm, that can improvahe are so dynamic that it is not gﬁordable fP" each secondary
throughput performance compared to the non-overlapped cha-  user to sense all channels to discover available ones atud/or

nel assignment algorithm. In addition, we design a distribted exchange sensing results with one another. Under thisiggtti
MAC protocol for access contention resolution and integra \ye gre interested in determining a set of channels allocated

the derived MAC protocol overhead into the second channel for each secondary user in advance so that maximum network
assignment algorithm. Finally, numerical results are presnted y

to validate the theoretical results and illustrate the perbrmance throughput can be achieved in a distributed manner. To the
gain due to the overlapped channel assignment algorithm. best of our knowledge, this important problem has not been

Index Terms—Channel assignment, MAC protocol, spectrum considered before. . .
Sensing, throughput maximization’ Cognitive radio. Because the Undel’|yll’lg problem IS NP-haI’d, we deve|0p two
greedy non-overlapped and overlapped channel assignment
algorithms, which can work very efficiently. In addition, we

) ) o design and analyze a distributed MAC protocol which is
Emerging broadband wireless applications have been %‘egrated into the overlapped channel assignment ahgorit

manding unprecedented increase in radio spectrum resur¢ge demonstrate through numerical studies that if the number
As a result, we have been facing a serious spectrum shortgg@nannels is large then the proposed non-overlapped chan-
problem. Howev_e_r, s_eve_ral recent measurements reveal VRgy assignment works efficiently. In addition, the overlegp
low spectrum utilization in most useful frequency bands [1}nannel assignment algorithm can achieve noticeable mietwo
Cognitive radio technology is a promising technology thmcthroughput improvement compared to the non-overlapped
fundamentally improves the spectrum utilization of liceds counterpart if the number of channels is small or moderate.
frequency bands through secondary spectrum access. Howeverhe remaining of this paper is organized as follows. Sec-
transmissions from primary users should be satisfactoriiyn [[[]describes the system model and problem formulation.
protected from secondary spectrum access due to theilystrigye present a non-overlapped channel assignment algorithm
higher access priority. Protection of primary communmasi 5nd describe its performance in Section Ill. Development of
can be achieved through interference avoidance or intaréer overlapped channel assignment and the corresponding MAC
control approach (i.e., spectrum overlay or spectrum uayler protocol is considered in Section IV. Sectiél V demonstrate

[1]. _ o numerical results followed by concluding remarks in Sectio
For the interference control approach, transmission pewgJy

of secondary users should be carefully controlled so that
the aggregated interference they create at primary reseive |l. SYSTEM MODEL AND PROBLEM FORMULATION
does not severely affect ongoing primary communicatiom System Model

[2]. In most practical scenarios where direct coordination \n, consider the collocated cognitive radio network in

between primary and second users is not possible and/or whgt\.n 1/ secondary users exploit spectrum opportunities in

distributed communications strategies are desired, itldouy hannels. We assume that each secondary user can use at
be very difficult to maintain these interference constsainty,ost one channel for his/her data transmission. In addition

The interference avoidance approach instead protect®yiMime is divided fixed-size cycle where secondary users perfo

transmissions by requesting secondary users to perform Sp&sing on assigned channels at the beginning of each cycle
trum sensing to discover spectrum holes over which they eypiore available channels for communications. We assum

can transmit dqta. Developing efficient .spectrum sensmrt; afhat sensing time is negligible compared to the cycle time
access mechanisms have been very active research tofhes inyhq there is no sensing error. It is assumed that secondary

The authors are with INRS-EMT, University of Quebec, Mealy Québec, USETS transmit at a constant rate which is normalized to 1 for
Canada. Emails{lethanh,long.lk@emt.inrs.ca. throughput calculation purposes.
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We consider two different channel assignment schemes. In  11l. NON-OVERLAPPEDCHANNEL ASSIGNMENT
the first scheme, secondary users are assigned distinct sets ALGORITHM

of channels. This channel assignment scheme simplifies thgy, develop a low-complexity algorithm for non-overlapped
spectrum sharing design because secondary users do not Gy e assignment in this section. Recall thais the set of

pete for the same available channels. However, it Overloogﬁannels assigned for secondary usdn the non-overlapped

the potential diversity gain of the spectrum sharing proble .o assignment scheme, we haen S, — 0, i # ;.

In the second scheme, we allow secondary users to sense ) greedy channel assignment algorithmjiterati\’/ely alles
operate on overlapped channels. When one particular changg, nnels to secondary users that achieves maximum increase

is exploited by several secondary users, it is assumed thatye throughput. Detailed description of the proposed-alg
a Medium Access Control (MAC) protocol is employed Qi js presented in Algorithm 1. In each channel alloaatio

resolve the channel contention. iteration, each secondary usércalculates its increase in
throughput if the best available channel (i.e., chanjjel=

argmax p;;) is allocated. This increase in throughput can be

B. Problem Formulation JESq
calculated as follows:

We are interested in performing channel assignment to
maximize the system throughput. L'Etdenote the throughput AT, =T —TV = |1— (1 _pij*) H (1 - pij)
achieved by secondary useérLet z;; describe the channel ! !
assignment decision whetg; = 1 if channel; is assigned to
secondary userandz;; = 0, otherwise. Then, the throughput

maximization problem can be formally written as follows: - 1= 11 (1 =pij) | = pij; 11 (1 = pij)- (4)
JES: JES:

JES:

M It can be observed fronil(4) thakT; will quickly decrease
mf‘XZ T. () over allocation iterations becausf] (1 — p;;) tends to zero
i=1 i

JES:
as the setS; is expanded. We ha{ve the following property for

For non-overlapped channel assignments, we have followifg resulting channel assignment due to Algorithm 1.
constraints

M Algorithm 1 NON-OVERLAPPED CHANNEL ASSIGNMENT
inj =1, forallj. (2) 1 Initialize the set of available channefs := {1,2,..., N}
P andS; =0 fori=1,2,..., M
2: for i=1to M do
We can derive the throughput achieved by secondary users. ji = argmax p;;
for non-overlapped channel assignment as follows. $;ebe j
the set of channels assigned to secondary usket p;; be
the probability that channel is available at secondary user 5
i. For simplicity, we assume that;; are independent from
one another. This assumption holds when each secondary uder ,
impact different set of primary users on each channel. Thig’ Fmd AT = pijy
can indeed be the case because spectrum holes depend %n end if
space. Note, however, that this assumption can be relaxed 3f e*nd for
the dependence structure of these probabilities is aveilapl® * = argmax; AT;.

Under this assumptiorf; can be calculated as 11: Assign channej;. to user:”.
12: UpdateS, = S, \j} -

N 13: If S, is empty, terminate the algorithm. Otherwise, return
Ti=1-[[ 5, =1-]] @) ©) to step 2.

JES: Jj=1

i JESa
4. if S; #0 then
Find AT, = T# — T?, where T# and T? is the
throughputs after and before assigning charniiel
else

wherep;; = 1 — p;; is the probability that channgl is not Proposition 1: If we have N >> M, then the throughput
available for secondary usér In fact, 1 — [[;.s, P;; is the achieved by any secondary usedue to Algorithm 1 is very
probability that there is at least one channel available folose to the maximum value of 1.

secondary usef. Because each secondary user can use at Proof: This proposition can be proved by showing that
most one available channel, its maximum throughput is if.the number of channels is much larger than the number of
In the overlapped channel assignment scheme, constraintsecondary users (i.eN >> M) then each secondary user will
(2) are not needed. From this calculation, it can be observieel assigned a large number of channels. Recall that Algorith
that the optimization probleni](1}4(2) is a non-linear irdeg 1 assigns channels to a particular secondary udErsed on
program, which is a NP-hard problem. Given the large comptire increase-in-throughput metris7;. This property can be
tational complexity required the considered problem, wi wiproved by observing that if a particular secondary uskas
develop sub-optimal and low-complexity channel assigrtmepeen assigned a large number of channelsAif§ is very
algorithms in the following. close to zero. Therefore, other secondary users who have bee



A Algorithm 2 OVERLAPPED CHANNEL ASSIGNMENT
Sensing | SYN et time 1: Initialize the sets of allocated channels for all us8ys=
e One ceyele > ¢ fori=1,2,...,M andd
3 /i RTSCTS > 2: Run Algorithm 1 to obtain non-overlapped channel as-
- A Q DATA . time signment solution.
L n RscrTs 3: Let the group of channels shared bysers bej; andU;
— _ : . temp | __
- | IEEEl DATA ... tme be the set of users sharing chanpgeand setU;™™ :=
s RTSCTS U;,Vj=1,2,..., M.
e [ 001 DATA .. time 4: continue := 1;h = 1; updoverhead := 0
: 5: while continue= 1 do
CC: Control channel DC: Data channel 6: Find the group of channels shared bysers,G,
, L _ 7. for j =110 |G| do
Fig. 1. Timing diagram for the proposed multi-channel MAGtpcol. 8 for I = 1to M do
o if I € U; then
assigned a small number of channels will have a good chant® IATzh’UD(j) =0
else

to receive more channels. As a result, all secondary users at
assigned a large number of channelVift>> M. According 1%
to (3), throughput achieved by secondary useiill reach its

User! calculatesAT,""(5) assuming channgl
is allocated to user

maximum value of 1 if its number of assigned channels & end if
sufficiently large. Hence, we have proved the propositian. 14 e*nd for b,
In practice, we do not need a very large number of chaf®: Zé f: argmax; AT;"7(j).
end for

nels to achieve close-to-maximum throughput. In partigulal®:
if each channel is available for secondary spectrum access
with probability at least 0.8 then the throughput achieveds:
by a secondary user assigned three channels is not smaller
than1 — (1 — 0.8)% = 0.992, which is less than% below 20
the maximum throughput. When the number of channel s
not sufficiently large, we can potentially improve the syste 22:
throughput by allowing overlapped channel assignment. \Wa:
develop overlapped channel assignment in the next section.
After assigning channels using Algorithm 1, i.e., a segesat ,,.
at each secondary user is established, we calculate thpatigh

of each secondary user by usig (3). Then, the total throughp,.
of the whole system can be calculated by summing throughpyy

Jji- = argmax; AT?Up(j).
if AT/"P(ji.) < e and updoverhead = then
Set: continue := 0
Go to step 35
end if
if AT/"P(ji.) > e then
Temporarily assign channgt. to userl*, i.e., update
U™ = U, U (1);
CalculateWV andé with U;Lemp by using methods in
Sectiond IV-C an@TV-D, respectively.
if |0 —do| > es then
Set: updoverhead = 1

of all secondary users. 27: Return Step 7 using the updatégd= &
28: else
IV. OVERLAPPED CHANNEL ASSIGNMENT 20: Updaterl»; — U;gmp (i.e., assign channel. to

Overlapped channel assignment can improve the network userl®), calculateit’ anddo with Uy , and update

throughput by exploiting the multiuser diversity gain. larfic-

ular, a channel assigned to only one secondary user cannotsbe
exploited if it is being used by a nearby primary user. Howgves1:
if a particular channel is assigned to several secondams use?:
then it is more likely that it can be exploited by at leasks:

Gn
Update: updoverhead := 0
end if
end if
Return Step 7

one secondary user. However, when several secondary usefs h =h + 1
attempt to access the same assigned channel, a MAC protogolend while
is needed to resolve the access contention. This MAC prbtoco
incurs overhead that offsets the throughput gain due to the
multiuser diversity. Hence, sophisticated channel assam
algorithm is needed to balance the protocol overhead
throughput gain.

afrc])(ljjowing MAC protocol run by any particular secondary user
1, which belongs the class of synchronized MAC protocol
[15]. After sensing assigned channels, each uggoceeds as
follows. If there is at least one channel &) available, then
A. MAC Protocol useri chooses one of these available channels randomly for
LetS; be the separate set of channels assigned for secondarsnmunication. If this is not the case, ugewill choose one
useri and S°™ be the set of channels assigned for bothvailable channel i °™ randomly (if there is any channel in
usersi and other users. Let denof&°* = S, U S°™, which this set available) (for brevity we simply calbers instead of
is the set of all channels assigned to userAssume that secondary users when there is no confusion). Then, it chooses
there is a control channel, which is always available and usa random backoff value which is uniformly distributed in the
for contention resolution of channel access. We consider timterval[0, W —1] (i.e., W is the contention window) and starts



decreasing its backoff counter while listening on the aantrthe
channel.

remaining of this paper we are only interested in a

practical scenario where afl;; are close to 1 (e.g., at least

If it overhears transmissions of RTS/CTS from any othd).8). This would be a reasonable assumption given several
users, it will freeze from decreasing its backoff countetilun recent measurements reveal that spectrum utilizationefuilis
the control channel is free again. As soon as a user's backivéiquency bands is very low (e.g., less th&to). Under this
counter reaches zero, its transmitter transmits an RTSagessassumption, we will show that the increase-of-throughput f
containing a chosen channel to its receiver. If the receiveseri can be estimated as

successfully receives the RTS, it will reply with CTS and

useri starts its communication on the chosen channel for thel’® () = (1 — 1/ MS8)(1 — 8)py;

remaining of the cycle. In addition, by overhearing RTS/CTS
messages of neighboring users, which convey information
about the channels chosen for communications, other users
compared these channels with their chosen ones. Any user
who has his/her chosen channel coincides with the overheard
channels quits the contention and waits until the next cycle
Otherwise, it will continue to decrease its backoff counter
before exchanging RTS/CTS messages. The MAC protocol is
illustrated in Fig.[ where sensing and synchronizatiorspba
are employed before the channel contention and transmissio
phase in each cycle. Note that the fundamental aspect that
makes this MAC protocol different from that proposed in
[6] is that in [€] we assumed each winning user can use
all available channels for communications while at most one
available channel can be exploited by hardware-consutaine
secondary users in this current paper. Therefore, the ehann
assignment problem does not exist for the setting congidere
in [6].

e

MS MS
x[1— H Din Z Dij H Pigj (5)
hesgem k=1 q=1,q#k
+(1 = 8)pij H Pin H Pin
heS;  hesem
MS MS
X H Digj H 1- Din | (6)
q=1 q=1 heSi,
+(1 = 1/MS)(1 = 0)pi; H Pin |1 - Pin
heS; hesgm
MS MS
<[Ipi [T{1- TI i | @
q=1 q=1 heS,

This estimation is obtained by listing all possible scenar-

ios/events where usercan exploit channej to increase its
throughput. Because the user throughput is bounded by 1, we

B. Channel Assignment Algorithm

only count events that occur with non-negligible probaiei.

We develop an overlapped channel assignment algoritdmparticular, under the assumption that are high (orp,;
as follows. First, we run Algorithm 1 to obtain the nonare small) we only count events whose probabilities have at
overlapped channel assignment solution. Then, we stast paost two such elemenfs; in the product. In addition, we can
forming overlapped channel assignment by allocating chlsnndetermine the increase of throughput for uséy comparing
that have been assigned to a particular user to other uségsachievable throughput before and after charinglssigned
The MAC protocol overhead typically increases when a largt it. It can be verified we have the following events for which
number of secondary users compete for the same chanifeg. average increases of throughput are significant.

Therefore, to achieve the optimal tradeoff between ovethea
and the multiuser diversity gain, only small number of users
should share any channel.

We devise a greedy overlapped channel assignment algo-
rithm using the increase-of-throughput metric similar batt
employed in Algorithm 1. However, calculation of this metri
exactly turns out to be a complicated task. Hence, we employ
an estimate of the increase-of-throughput, which is ddrine
the following to perform channel assignment assuming that
the MAC protocol overhead i8 < 1. In fact, § depends on
the outcome of the channel assignment algorithm (i.e.,afets
channels assigned to different users). Therefore, we has
how to calculate and integrate it into this channel assignment «
algorithm later.

Consider a case where channels the common channel
of usersiy,is,...,ipms. Here, MS is the number of users
sharing this channel. We are interested in estimating the
increase in throughput for a particular usgeif channelj is
assigned to this user. Indeed, this increase of throughgout ¢ «
be achieved because ugsemay be able to exploit channgl
if this channel is not available or not used by other users

i1,92,..-,ipms. TO estimate the increase of throughput, in

Channel j is available for all users and i;, ¢ =
1,2,..., MS exceptip wherek = 1,2,..., MS. In
addition, all channels ir5; are not available and there
is at least one channel i5;°™ available for user:.
User i can achieve a maximum average throughput of
1—6 by exploiting channej, while its minimum average
throughput before being assigned chanhé$ at least
(1 —6)/MS (when user; needs to share one available
channel inS7°™ with MS other users). The increase of
throughput for this case il — 1/MS)(1 — ¢) and the
upper-bound for the increase of throughput of usés
written in (B).

Channel j is available for useri and all usersi,,
qg=1,2,...,MS but each usei, uses other available
channel inS;, for his/her transmission. Moreover, there
is no channel inS!* available. In this case, the increase
of throughput for usef is 1 — § and the average increase
of throughput of uset is written in [8).

Channel j is available for useri and all usersi,,
qg=1,2,...,MS but each usei, uses other available
channel inS;, for his/her transmission. Moreover, there
is at least one channel i§°" available. In this case,



the increase of throughput for useis upper-bounded by available. The probability of this event can be written as
(1-1/MS8)(1-6) and the average increase of throughput
of user: is written in [1).

Detailed description of the algorithm is given in Algorithm
2. This algorithm has an outer and inter loops where the outer
loop increases the parametemwhich represents the maximum = H Pij 1- H bij | - (10)
of users allowed to share any one particular channel (.S, Jesi jesyr
in the above estimation of the increase of throughput) agd tithe probability of the event that: secondary users join the
inner loop performs channel allocation for one particuiite  contention phase is
of h = MS. In each assignment iteration of the inner loop, we

om
assign one “best” channelto user: that achieves maximum o .
J § ’ Pr {m users contend= Z < H Pﬁ;ﬁ)

P = Pr{all channels irS; are busy
3! some channels i§°™ are available}

ATih"“p(j). This assignment continues until the maximum
AT/"*P(j) is less than a pre-determined numies 0.

n=1 \i€A,

<[ TI 7P| av
C. Calculation of Contention Window FEAM\An

where A,, is one particular set ofn users,A); is the set of
all M users {1,2,...,M}). Substitute the result i (11) into
(@), we can calculat®,.. Finally, we can determin& as

We show how calculate contention windoW so that
collision probabilities among contending secondary users
sufficiently small. In fact, there is a trade-off betweerlis@n
probabilities and the average overhead of the MAC protocol, W = min {W such thaP.(W) < ep} (12)
which depends ofiV. In particular, larger values ¥ reduce ) S )
collision probabilities at the cost of higher protocol dvead Where for clarity we denot@.(1), which is given in[(9) as
and vice versa. Because there can be several collisionsgiu@ function of I,
the contention phase each of which occurs if two or more
secondary users randomly choose the same value of backwffCalculation of MAC Protocol Overhead

time. In addition, the probability of the first collision is Let » be the average value of the backoff value chosen by
largest because the number of contending users decreatse%“f]?, secondary user. Then, we have- (W — 1)/2 because
successive potential collisions. the backoff counter value is uniformly chosen in the intérva

Let P. be the probability of the first collision. In the ) 17 _1]. As a result, average overhead can be calculated as
following, we determine contention windolW” by imposing a fgjjows:

constrainP,. < ep whereep controls the collision probability
and overhead tradeoff. Let us calcula®e as a function 5 (W) = (W —1]/2 % 0 + trrs + ters + 3tS'FS,
of W assuming that there arew secondary users in the Teycle

contention phase. Without loss of generality, assume tiet twhered is the time corresponding to one backoff urtitrs,
random backoff times ofn secondary users are ordered a&s, tsrs are the corresponding time of RTS, CTS and
ry <7y < ... <1y The conditional probability of the first SIFS (i.e., short inter-frame space) messages; Bqd. is
collision if there aren secondary users in the contention stagae cycle time. Here, we have assumed that the sensing and
can be written as synchronization internals in each cycle are very shortctvhi
are, therefore, ignored in the overhead calculation.

(13)

P = ) Pr(jusers collidg
2 E. Update ¢ inside Algorithm 2

<

2 i L\ (W—i—1\"" 8 Because the overheaddepends on the channel assignment
Z Z m\ W W (8) outcome, which is not known when we are running Algorithm

2. Therefore, in each allocation step we updatbased on

where each term in the double-sum represents the prolyabilfte current channel assignment outcome. Becals#oes
that j users collide when they choose the same backoff vallgt change much in two consecutive allocation decisions,
equal toi. Hence, the probability of the first collision can beflgorithm 2 runs smoothly in practice.

calculated as

j=2 i=0

o V. NUMERICAL RESULTS

P. = Z p(gm) x Pr{m users conteng, (9) We present numerical results to illustrate the throughput

m—2 performance of the proposed Algorithm 1 and 2. To test
performance of both algorithms, the probabilitips; are
wherePc(m) is given in [8) andPr {m users contendis the randomly realized in the interval [0.7, 0.9]. Other paraenet

probability thatm secondary users join the contention phasare chosen as follows: cycle tinig,.. = 3ms; 6 = 20 us,

To computeP,., we now derivePr {m users contend It can trts = 48us, tcts = 40 us, tsies = 15 s, and target collision
be verified that secondary usgpins contention if all channels probabilitye = 0.02. In Fig[2(d), we show total throughplt
in S; are busy and there is at least one channelSfi™ versus the number of channé¥sfor A/ = 15 obtained by both
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Algs. 1 and 2 where each point is obtained by averaging thél

throughput over 30 different realizations pf ;. Throughput

curves due to Algs. 1 and 2 are indicated as “P-ware” in thé]

figures. In addition, for the comparison purposes, we alswsh
throughput performance achieved by “P-blind” algorithms i

Fig.[2(b), which simply allocate channels to users in a reund

robin manner without considering particular valuespgs.

It can be seen that total throughput reaches the maximu

Alg. 1 when the number of channels is small or moderate.
Moreover, we plot average probability of the first collision
which is derived in Section IV.C versus contention window
in Fig. [3(b). The outcomes of Alg. 2 make the collision
probability first increases then decreases with In fact, as

N is relatively small or large compared t&f, the number

of users sharing same channels is small, which leads to small
collision probability.

VI. CONCLUSION

We developed two channel assignment algorithms for
throughput maximization in cognitive radio networks with
hardware-constrained secondary users. The first algorithm
performed non-overlapped channel assignment for secpndar
users, which was shown to achieve optimality if the number of
channels is sufficiently large. In the secondary algorithm,
allowed overlapped channel assignments and designed a MAC
protocol to resolve channel access contention when differe
users attempt to exploit the same available channel. We
validated our results via numerical studies and demorestrat
significant throughput gains of the overlapped channetassi
ment algorithm compared to the non-overlapped counterpart
in different network settings.
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