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Abstract—Until recently, link adaptation and resource alloca-
tion for communication system relied extensively on the spectral
efficiency as an optimization criterion. With the emergence of the
energy efficiency (EE) as a key system design criterion, resource
allocation based on EE is becoming of great importance. In
this paper, we propose an optimal EE based resource allocation
method for the scalar broadcast channel (BC-S). We introduce
our EE framework, which includes an EE metric as well as
a realistic power consumption model for the base station, and
utilizes it for formulating our EE based optimization problem
subject to a power as well as fairness constraints. We then prove
the convexity of this problem and compare our EE based resource
allocation method against two other methods, i.e. one based on
sum-rate and one based on fairness. Results indicate that our
method provides large EE improvement in comparison with the
two other methods by significantly reducing the total consumed
power. Moreover, they show that near-optimal EE and average
fairness can be achieved simultaneously over the BS-C channel.

Index Terms—Energy efficiency, resource allocation, scalar
broadcast channel, realistic power model.

I. INTRODUCTION

Energy efficiency (EE) is gradually becoming a key design
criterion, along with the spectral efficiency (SE), for develop-
ing the next generation of reliable and low-power consumption
communication network, in a context of ever increasing energy
demand and price. As a research field, EE is quite mature
regarding power-limited applications such as battery-driven
system [1], e.g. mobile terminal, under acoustic telemetry [2],
or wireless ad-hoc and sensor networks [3], [4]. However, as
far as communication network is concerned, it can be consid-
ered as a new frontier, bringing new issues that are beginning
to be addressed [5], [6]. This shift of focus in the research
agenda from power-limited to power-unlimited applications is
mainly driven by two factors: environmental, i.e. reducing the
carbon footprint of communication system; commercial, i.e.
reducing network operator ever-growing operational cost.

Link adaptation and resource allocation are powerful tools
for improving the performance of communication system. In
the past, SE was the criterion of choice for designing com-
munication system and as a result sum-rate based optimization
subject to a total power constraint has been extensively utilized
for efficiently allocating resources. In order to make the
resource allocation process fairer and allow for quality of
service (QoS), fairness has also been used as a criterion but
still in conjunction with SE. With the recent rise of the EE
as a key performance evaluation criterion, resource allocation

based on EE is becoming very popular, especially in the uplink
of a single-cell system for increasing the battery autonomy
of the user terminal (UT) [7]–[9]. The work in [8] propose
a link adaptation method based on EE for the uplink of an
orthogonal multi-carrier system operating over the additive
white Gaussian noise (AWGN) channel for saving UT energy.
In [9], this method has been refined for the same scenario
but with more realistic assumptions on the circuit power and
amplifier efficiency at the UT. As we previously mentioned,
we are currently witnessing a shift of research focus from
battery-limited to unlimited power applications and resource
allocation is not immune from this trend. For instance, the
work in [10] recently introduced a framework for optimizing
the EE in the downlink of a single-cell system. This work focus
on how to optimize the EE at the base station (BS) through
power control in the case of elastic traffic. These works assume
orthogonal subcarrier and thus do not account for interference,
which greatly simplifies their problem formulations. Moreover,
the works of [8] and [9] are user-centric and fail to address
the EE of the single-cell system as a whole.

In this paper, we propose an optimal resource allocation
method, i.e. power and rate allocations, for the scalar broadcast
channel (BC-S) in terms of the EE. In other words, we address
the problem of optimizing the EE in the downlink of a single-
cell system as in [10], but in presence of interference and
by considering the total energy consumed within the cell. In
Section II, we first recall the BC-S model, the per-user SE
formulation over this channel and show how to define the
total transmit power at the BS as a function of the SE. We
also introduce our EE framework that includes an EE metric,
i.e. the Joule per bit, and a realistic power consumption model
(PCM) for the BS [11]. In Section III, we then formulate
our objective function for optimizing the EE as the function
of the SE and prove its convexity by using the second-
order condition [12]. Next, we define our main problem, i.e.
minimizing the energy consumption subject to a total power
constraint, and then modify it to incorporate fairness through
the Jain’s fairness index [13]. In Section IV, we compare our
EE based resource allocation method against the traditional
methods based on sum-rate and fairness. Results show that
our method provides large EE improvement via a significant
reduction of the total consumed power in comparison with the
two other methods. Moreover, they show that near-optimal
EE and average fairness can be achieved at the same time.
Conclusions are finally drawn in Section V.



II. SYSTEM AND POWER CONSUMPTION MODELS

A. System model

We consider the downlink of a single-cell single-carrier
single-antenna multi-user system, or equivalently the BC-
S model. A BS broadcasts a signal x =

∑K
k=1

√
pksk to

each of the K users in its cell, with sk being the k-th user
unit normalized transmit symbol and pk being the k-th user
transmit power such that

E{xx†} =

K∑
k=1

pk = P, (1)

where P is the total transmit power at the BS, E{.} stands
for the expectation and {.}† is the conjugate operator. At each
user receiver, the signal x is received as yk = hkx+nk, where
hk represents the k-th user channel and nk is a zero-mean
complex Gaussian variable with variance Nk that accounts for
the k-th user AWGN. Without loss of generality, we assume
that Nk = N = N0W for all k ∈ {1, . . . ,K}, where N0 is the
noise power spectral density and W is the bandwidth of the
system. Assuming that dirty paper coding [14] is employed at
the BS and that the users are ordered as in [15], i.e. the user
with the strongest channel is denoted as user 1 and it does not
see the interference from other users, the SE of the k-th user
can be expressed as [15]

Sk = log2

(
1 +

gkpk

NΓ + gk
∑k−1

j=1 pj

)
. (2)

Conversely from (2), we can express pk as

pk =
(
2Sk − 1

)⎛⎝k−1∑
j=1

pj + g−1
k NΓ

⎞
⎠ , (3)

where gk = |hk|2 is the k-th user channel gain, Sk = Rk/W
with Rk being the k-th user rate, and Γ denotes the SNR
gap between the channel capacity and the performance of a
practical coding and modulation scheme as in [9]. We assume
that g1 ≥ g2 ≥ . . . ≥ gK > 0, or conversely that g−1

K ≥
g−1
K−1 ≥ . . . ≥ g−1

1 > 0, and define αk = g−1
K+1−k−g−1

K−k ≥ 0

for k ∈ {1, . . . ,K− 1} and αK = g−1
1 > 0. Inserting (3) into

(1), the total transmit power can be reformulated as

P = NΓ

⎡
⎣−g−1

K +

K∑
k=1

αk

k∏
j=1

eXj

⎤
⎦ , (4)

where Xj = ln(2)SK+1−j for j ∈ {1, . . . ,K}.

B. Energy efficiency framework

In order to minimize the energy consumption, or equiva-
lently maximize the EE, of the multi-user system introduced
in the previous subsection, we must first define the metric
that will act as our objective function. In communication,
the energy consumption is traditionally expressed in terms of
energy-per-bit, which indicates how much energy is consumed
by the system for transmitting bits. In a single-cell system, it
can simply be defined as the ratio of the total consumed power

within the cell, PT, to the sum of all the user rates in this cell,
ΣR =

∑K
k=1 Rk, such that ΣEb

= PT/ΣR, or equivalently

ΣEb
=

PT

W
∑K

k=1 Sk

, (5)

when assuming that all users utilize the same bandwidth W .
The total consumed power by the system is obviously a key

factor for determining how energy efficient is a system. In a
conventional cellular system most of this power is consumed
by the BS. A BS itself includes various components such as
a transceiver, a power amplifier, a baseband interface, a signal
processing unit, a power supply regulator, a cooling system,
etc., and each of these components drains some power from
the power socket. Recently in [11], a comprehensive power
consumption analysis of the main power-hungry components
of a BS has been carried out and, as a result, a realistic
BS PCM has been proposed for various types of BS, which
takes into account the non-linearity of the power amplifier.
However, the relation between the relative radio frequency
(RF) output power and BS power consumption is nearly linear
[11] and, consequently, a linear abstraction of this model has
been defined as [11]

PBS = ΔPP + P0, (6)

where ΔP and P0 are the slope and overhead power of the
PCM, respectively. In addition, P ∈ [0, Pmax] with Pmax being
the maximum RF output power. Thus, the total consumed
power for the downlink of a single-cell single-antenna multi-
user system can be expressed as

PT = ΔPP + Pc, (7)

where Pc = P0 +KPUT and PUT is the consumed power by
each UT for reception and processing.

III. ENERGY CONSUMPTION MINIMIZATION

Having defined PT in (7) as a function of the transit power
P and having formulated P in (4) as a function of the user
SEs, we can re-expressed ΣEb

in (4) solely as a function of
the user SEs, as follows

ΣEb
(X) = A

f(X)

g(X)
= A

(
α0 +

∑K
k=1 αk

∏k
j=1 e

Xj∑K
k=1 Xk

)
, (8)

where X = [X1, . . . , XK ] � 0, A = ln(2)W−1NΓΔP and

α0 = Pc
NΓΔP

− g−1
K . The function 1/g(X) =

(∑K
k=1 Xk

)−1

is clearly convex for Xk ≥ 0 and, moreover, the function
f(X) = α0 +

∑K
k=1 αk

∏k
j=1 e

Xj is also surely convex as
long as α0 ≥ 0. However, it is not straightforward to conclude
on the convexity of ΣEb

since the product of two convex
functions is not necessarily convex because a convex function
is not necessarily a log-convex function [12]. As long as g > 0
then − ln(g) is convex and, hence, g is log-convex. In turn, it
implies that at least one Xk variable must be strictly greater
than zero or equivalently that there is always an active user,
and we set this user to be user 1 such that XK = ln(2)S1 > 0.



Showing that f is also log-convex under certain condition
is not as straightforward as for g and we prove it by using the
second-order condition in the following subsections; first for
the case of K = 2 and then for the general case.

A. Case of K = 2

Proof: The Hessian matrix of the natural logarithm of f ,
i.e. H(ln(f)), can be defined as follows

H(ln(f)) =

⎛
⎜⎜⎝

∂2 ln(f)

∂X2
1

∂2 ln(f)

∂X1∂X2

∂2 ln(f)

∂X2∂X1

∂2 ln(f)

∂X2
2

⎞
⎟⎟⎠ . (9)

After straightforward computations, (9) can be simplified as

H(ln(f)) =
1

f2

⎛
⎜⎜⎝

∂f

∂X1

(
f − ∂f

∂X1

)
∂f

∂X2

(
f − ∂f

∂X1

)
∂f

∂X2

(
f − ∂f

∂X1

)
∂f

∂X2

(
f − ∂f

∂X2

)
⎞
⎟⎟⎠ ,

(10)
where ∂f

∂X1
= f − α0 and ∂f

∂X2
= f − α0 − α1e

X1 . Let
y = [y1, y2, . . . , yK ], y ∈ R

K , the second-order condition
[12] states that if H(ln(f)) exists and β = yH(ln(f))y† ≥ 0,
i.e., H(ln(f)) is positive semi-definite, then f would be log-
convex. Using (10), we can express and simplify f 2β as
follows

f2β = y21α0

(
α1e

X1 + α2e
X1+X2

)
+ y22

(
α0 + α1e

X1
)

×α2e
X1+X2 + 2y1y2α0α2e

X1+X2

= y21α0α1e
X1 + y22α1α2e

2X1+X2 + (y1 + y2)
2

×α0α2e
X1+X2

.

(11)
Since f2 > 0, it implies that β ≥ 0 if α0α1 ≥ 0, α0α2 ≥ 0
and α1α2 ≥ 0. By definition α1 ≥ 0 and α2 > 0, hence,
β ≥ 0 and f would be log-convex if α0 ≥ 0.

B. General case

Proof: In the general case, it can simply be proved that
the i-th row element of the j-th column of the Hessian matrix
of ln(f), i.e. [H(ln(f))]i,j , is given by

[H(ln(f))]i,j = f−2 ∂f

∂Xn

(
f − ∂f

∂Xm

)
, (12)

where n = max{i, j}, m = min{i, j}, and

∂f

∂Xn
= f −

⎛
⎝α0 +

n−1∑
k=1

αk

k∏
j=1

eXj

⎞
⎠ . (13)

Consequently, it can easily be proved that the matrix product
β = yH(ln(f))y† is equivalent to

β =
K−1∑
k=0

K−k∑
j=1

(
k∑

i=0

yj+i

)2

αj−1αj+k

j−1∏
u=1

eXu

j+k∏
v=1

eXv (14)

in the general case. Consequently, β would be nonnegative
and f would be log-convex if all the possible combinations of
αiαj are nonnegative, ∀i ∈ {0, . . . ,K − 1}, ∀j ∈ {1, . . . ,K}

and j > i. A necessary and sufficient condition is simply
α0 ≥ 0 for f to be log-convex.

Since it is well-know that the sum of two log-convex
functions is itself a log-convex function, we can conclude
that ΣEb

in (8) is a log-convex function and, hence, a convex
function, as long as αK , XK > 0 and α0 ≥ 0. Conversely, note
that 1/ΣEb

is log-concave and, hence, quasiconcave. Then, our
optimization problem, i.e. minimizing the energy consumption
while keeping P ∈ [0, Pmax], is a convex optimization problem
that can be formulated as

min
X

ΣEb
(X)

s.t. αk, Xk ≥ 0, ∀k ∈ {1, . . . ,K − 1},
αK , XK > 0,

NΓ

⎡
⎣−g−1

K +
K∑

k=1

αk

k∏
j=1

eXj

⎤
⎦ ≤ Pmax

. (15)

Consequently, this problem can be solved by using classic
method such as the interior-point method [12], which is
integrated in the “fmincon” Matlab function. We denote this
resource allocation method as RAΣEb

in the following.

IV. NUMERICAL RESULTS AND DISCUSSIONS

In order to show that our resource allocation method reduces
the energy-per-bit consumption of the system and study the
trade-off between energy, rate and fairness, we benchmark
our method against the sum-rate and min max fairness based
resource allocation methods subject to a total power constraint,
which we denote as RAΣR and RAJ , respectively. They can
be defined as

max
p

ΣR = W

K∑
k=1

Sk(pk)

s.t. pk ≥ 0, ∀k ∈ {1, . . . ,K}, and
K∑

k=1

pk ≤ Pmax

(16)

as well as

max
p

min
{Sk}

{Sk(pk)}

s.t. pk ≥ 0, ∀k ∈ {1, . . . ,K}, and
K∑

k=1

pk ≤ Pmax

, (17)

and, moreover, can easily be numerically solved by using the
“fmincon” and “fminmax” functions in Matlab, respectively.
Moreover, we compare the performance of these methods in
terms of five metrics, the transmit power P of the BS, the cell
total consumed power PT, the cell total sum-rate ΣR, the cell
total energy-per-bit ΣEb

, and the Jain’s fairness index J given
by [13]

J (S1, . . . , SK) =

(∑K
k=1 Sk

)2
K
∑K

k=1 S
2
k

. (18)

In our simulation, we assume that the k-th user channel gain
is expressed as

gk = 10(GTxRx−PL(rk))/10, (19)



TABLE I
SIMULATION PARAMETER VALUES

Parameters Values

ΔP 7.6

P BS P0 435 W

C Pmax 40 W

M UT [8] PUT 100 mW

W 10 MHz

N0 −165.2 dBm/Hz

System GTxRx 14 dBi

model PLLOS(d) 31.24 + 24.2 log 10(d), d in m

[16] PLNLOS(d) 3.14 + 42.8 log 10(d), d in m

PLOS(d ≤ 250m) min{18/d, 1}
(
1− e−d/63

)
+ e−d/63

PLOS(d > 250m) e(−(d−10)/200)

where GTxRx is the antenna gain of the BS-UT transmission
and PL(dk) = PLOS(dk)PLLOS(dk)+(1−PLOS)PLNLOS(dk)
is the path-loss as a function of the distance dk between the BS
and the k-th user. In addition, PLOS is the line-of-sight (LOS)
probability, and PLLOS(dk) and PLNLOS(dk) are the LOS and
non-LOS (NLOS) path-loss functions. We also assume as in
[9] a capacity approaching coding and modulation scheme
such that Γ � 1. As far as the PCM is concerned, values
of ΔP and P0 can be found in [11] but only for the two
transmit antennas’ case. In the single transmit antenna case,
we obtain by using this PCM that the power consumptions
calculated at 1% of the maximum and at the maximum are 383
W and 677 W, respectively. Moreover, the relation between the
relative RF output power and BS power consumption is nearly
linear. Considering as in [11] that Pmax = 40 W, we obtain
P0 = 435 W and ΔP = 7.6. Concerning the UT reception and
processing power, we assume here that PUT is in the order of
the circuit power defined in [8] for the UT, i.e. 100 mW. These
PCM values and the system model parameter values, which
have been obtained from [16], have been summarized in Table
I for the reader convenience. Finally, note that the inequality
α0 ≥ 0 holds as long as d < 3.89 km when considering the
parameters of Table I, which is the case in our simulations.

In Fig. 1, we compare the resource allocation outcomes of
our energy-per-bit minimization in (15), RAΣEb

, against sum-
rate maximization in (16), RAΣR , and max-min fairness in
(17), RAJ , in terms of the various metrics previously defined
and the cell radius r for K = 10 users uniformly distributed
within the cell. We also consider two modified versions of (15)
that include a fairness constraint such that J ≥ 0.5 and J = 1,
which we denote RAΣEb,J≥0.5 and RAΣEb,J=1, respectively.
The results first show that our proposed resource allocation
method RAΣEb

provides the lowest energy-per-bit consump-
tion, or equivalently the best EE, as it was expected, by
reducing drastically the total transmit power P by about 90%
in comparison with RAΣR and RAJ . However, this comes at
a cost of a lower sum-rate, about 30 Mbits/s in average, and
level of fairness than RAΣR and RAJ , respectively. The results
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Fig. 1. Performance comparison of various resource allocation method for
different metrics vs. cell rate radius r, when K = 10 users.

0

10

20

30

40

Tr
an

sm
it

po
w

er
,P

(W
)

0.44

0.51

0.66

0.74

P
B

S
(k

W
)

 

 

0

0.5

1

Fa
ir
ne

ss
in

de
x,

J

1 10 20 30 40 50
1.5

2

2.5

3

3.5

Number of users, K

Su
m

-r
at

e,
Σ

R
(1

00
M

bi
ts

/s
)

1 10 20 30 40 50
1

2

3

4

5

Number of users, K

E
ne

rg
y-

pe
r-

bi
t,

Σ
E

b
(J

/M
bi

ts
)

RAΣEb

RAΣEb,J≥0.5

RAΣEb,J =1

RAΣR

RAJ

Fig. 2. Performance comparison of various resource allocation method for
different metrics vs. number of users K , when r = 500 m.

also indicate that a low energy-per-bit consumption is not
incompatible with fairness, since low values for P , PT and ΣEb

can be achieved by using RAΣEb,J≥0.5 while increasing the
level of fairness from about 0.1 to 0.5. Increasing further the
level of fairness from 0.5 to 1, low energy-per-bit consumption
can still be achieved for small cell, i.e. r ≤ 500 m.

In Fig. 2, we consider the same settings as in Fig. 1
and compare the same resource allocation methods but as
a function of the number of users for a fixed cell radius of
r = 500 m. We still consider that the users are uniformly
distributed and, consequently, increasing the number of users
increases the sum-rate and decreases the energy consumption
since as K increases as the number of users close to the
BS increases. Moreover, the resource allocation methods that
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Fig. 3. Performance comparison of various resource allocation method when
assuming no inter-user interference for different metrics vs. cell rate radius r,
when K = 10 users.

do not enforce fairness, i.e. RAΣR and RAΣEb
, see their

level of fairness sharply reducing because these methods will
favor the new users close to the BS to the detriment of the
old users further to the BS for either increasing the sum-
rate or decreasing the energy consumption. As in Fig. 1,
the results indicate that our RAΣEb

method outperforms both
the RAΣR and RAJ methods in terms of energy-per-bit and
power consumption. It can also be remarked that RAΣEb,J≥0.5

allows us to increase the fairness while keeping a near-
optimal energy-per-bit consumption. Finally, we can achieve
full fairness with a lower energy-per-bit than RAΣR by using
RAΣEb,J=1 but at the cost of poor sum-rate performance.

In Fig. 3, we consider the same settings as in Fig. 1 and
compare the same resource allocation methods when assuming
no inter-user interference as in [8], [9] but for the downlink
instead of the uplink scenario. Clearly, in absence of inter-
user interference the sum-rate is about 4 to 8 times larger,
depending on the cell radius, than in the interference case.
Consequently, the energy-per-bit consumption is also reduced
by the same order of magnitude. The results confirm that
RAΣEb

provides the lowest energy-per-bit consumption by
reducing the total transmit and cell total consumed powers.
However, in comparison with Fig. 1, the gap in terms of
energy-per-bit consumption between RAΣR and RAΣEb

is
narrower and RAΣR is fairer than RAΣEb

and, thus, it makes
RAΣEb

more suitable for the interference case.

V. CONCLUSION

In this paper, an optimal EE based resource allocation
method for the BC-S has been proposed when considering
the total energy consumed within the cell. Based on our EE
framework, we have formulated our objective function for opti-

-mizing the EE as the function of the user SEs and prove
its convexity. We have also defined our main problem, i.e.
minimizing the energy consumption subject to a total power
constraint, and then modify it to incorporate fairness. Next,
we have compared our EE based resource allocation method
against sum-rate and fairness based methods. Results indicated
that our method always outperform the two other methods
in terms of EE as well as transmit and cell total consumed
powers. Moreover, they showed that near-optimal EE and
average fairness can be achieved at the same time by using
our method. In the future, we would like to extend our method
to the vector broadcast channel.
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