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Abstract—In this paper, we dynamically select the transmission transmission power [5]. To aid overhearing, one may use the
rate and design wireless network coding to improve the qualy  |owest transmission rate, so as to successfully delivekgido
of services such as delay for time critical applications. Wh 346 receivers/overhearing nodes. Although this may asee

low transmission rate, and hence longer transmission range th di tunity. it t vield d f
more packets may be encoded together, which increases the € coding opportunity, it may not yield good periormance,

coding opportunity. However, low transmission rate may inar ~ €Specially for time critical applications, as the arriveiés of
extra transmission delay, which is intolerable for time crtical packets may be delayed.

applications. We design a novel joint rate selection and weless  |n the literature, only a few works studied the relationship
network coding (RSNC) scheme with delay constraint, o as 10 petyween adapting the transmission rate and the networkgodi
minimize the total number of packets that miss their deadlires at . . .
the destination nodes. We prove that the proposed problem iNP- gain [S]-[€]. The_ work in IE], showed that Cqmpared with
hard, and propose a novel graph model and transmission metci  PUre network coding scheme, joint rate adaptation and rrétwo
which consider both the heterogenous transmission rates anthe  coding is more effective in throughput performance. Thepal
packet deadline constraints during the graph constructionUsing  proposed a joint rate selection and coding scheme to migimiz
the graph model, we mathematically formulate the problem an  yna 5ym of the uplink and the downlink costs in star network

design an efficient algorithm to determine the transmissiorrate . .
and coding strategy for each transmission. Finally, simuldon topology. The work in [[5] mathematically formulated the

results demonstrate the superiority of the RSNC scheme. optimal packet coding and rate selection problem as anenteg
programming problem, and proposed an efficient heuristic

algorithm to jointly find a good combination of coding soduti
and the transmission rate. However, there are only a fewsvork
With the increase in both wireless channel bandwidth aR@nsidered the delay guarantee of packet receptions, which
the computational capability of wireless devices, wirglegs especially important for time critical applications. $u,
networks now can be used to support time critical applicatiogny [9] considered the delay constraint of packet receptio
such as video streaming or interactive gaming. Such tim@q proposed a coding scheme to minimize the number of
critical applications require the data content to reach th@ckets that miss their deadlines. However, they assunte tha
destination node(s) in a timely fashion, i.e., a delay deadl the transmission rates on all the links are fixed and the same.
is imposed on packet reception, beyond which the receptionn, this paper, by considering the impact of both transmissio
becomes useless (or invalid) [1]. rate and network coding on the packet reception delay, we de-
Recently, network coding becomes a promising approachdgjn a joint rate selection and network coding (RSNC) scheme
improve wireless network performande [2]-[4]. Specifigall for wireless time critical applications, so as to minimite t
the work in [4] proposed the first network coding basegbtal number of packets that will miss their deadlines at the
packet forwarding architecture, naméZOPE to improve destination nodes. The main contributions of our paper @n b
the throughput of wireless networks. With COPE, each nodgncluded as follows.
opportunistically overhears some of the packets transthiiy « We propose a novel graph model, which considers both
its neighbors, which are not intended to itself. The relageno the heterogenous transmission rates and the deadlines
can then intelligently XOR multiple packets and forwardait t of the packet receptions during the graph construction.
multiple next hops with only one transmission, which result Based on the graph model, we mathematically formulate

in a significant throughput improvement. _ the problem of minimizing the total number of packets
In most recent works for wireless network coding, network  that miss their deadlines by joint rate selection and

nodes always transmit packets at a fixed rate. However, most network coding, as an integer programming problem.
wireless systems are now capable of performing adaptive, we propose a metric to determine the coded packet

|. INTRODUCTION

modulation to vary the link transmission rate in responsie¢o and the transmission rate for each packet transmission.
signal to interference plus noise at the receivers. Trasson By considering the impact of the transmission rate on
rate diversity exhibits a rate-range tradeoff: the highes t both delay and network coding gain, we also design an
transmission rate, the shorter the transmission rangegivea efficient algorithm to optimize the proposed metric.

« We compare the performance of the proposed RSNC

This research is supported by the International DesigneCeitSingapore h ith L | ith Si lati |
University of Technology and Design, Singapore (Grant N@G81100102 scheme with some existing algorithms. Simulation results

& IDD11100101). show that the proposed scheme can significantly reduce


http://arxiv.org/abs/1112.2842v1

Without loss of generality, let be the current source node,
and P = {p1,po, -+ ,pn} be the set of packets required to

packet destination  deadline

P1 d, 2

;2 ds 8 be transmitted froms. Suppose thaD = {di,ds, - ,dn}

H(dy) = {p2.ps} H(d) = {pi,p2}  Ps ds 8 is the set ofs’s neighbors which requires packets ih sent
H(&) = {p1.pa} from nodes. Let R(d;) be the set of “wanted” packets at

(a) packet reception information (b) packet reception deadlines d;, and H(dz) be the set of overheard paCketS daat where

Fig. 1. Motivation illustration R(d;) € P,H(d;) C P. For eaChUj € R(d;), |etT(divpj) be
the reception deadline of packstat noded;. We also assume

the packet deadline miss ratio. thatr (s, d;) is the maximum transmission rate on ligk d;),

The rest of the paper is organized as follows. We define ogd only if the transmission rate fromto d; is less than
problem in Sed_]l. Se€_Il gives the graph model and problefits, di), the packet sent from can be successfully received
formulation. The algorithm design for each transmission [ di [5]. We also assume that the size of each packét.is
given in Sec[IV. We show the simulation results in Jek. V, Our problem is that given the set of overheard packets at

and conclude the paper in S€c] VI. each nodel;, H(d;), the set of packets required by, 1(d;),
the deadline of required packef at noded;, T'(d;, p;), and
Il. PROBLEM DEFINITION the maximum transmission rates, d;) on the link from s

In this section, we first illustrate the motivation of our pro t0 d;, design the encoding strategy of the packets and select
lem. We then give the problem description and its complexitife transmission rate for each propagation, such that taé to
number of packets that miss their deadlines at each dastinat
A. Motivation lllustration is minimized.

We now give an example to show how joint rate selection L€t z:,; belif packetp; misses its deadline af, otherwise,
and network coding affect the time critical applications. et it be 0, wherep; € R(d;). Thus, our objective is to
Take Fig[l as an example, where source/transmitting noi¢imize
node s needs to transmit packet , p2, ps to noded;, ds, d3 Z Z Zij
respectively. Fig.]1(a) gives the set of overheard packiéts ) di€D p;eR(d;)

at destinationt; € {d, dy, ds}. Suppose that the size of each, ;s paper, we refer such a problem of joint Rate Selection

packet isB = 10k, and the maximum transmission rateand Network Coding (RSNC) for time critical apolications as
from s to dy,ds,ds are 5k/s,2k/s and 2k/s, respectively. RSNC pvrvoblem ing ( ) I " ppicat
i/ .

Fig.[d(b) shows the reception deadline of each “wanted” pac
at its destination. For the current transmission, accgrtbrthe
work in [4], [9], s will send the encoded packgt®p2 Dps, as
the most number of destinations can decode it. However thé€mma 1 The RSNC problem is NP-hard.

is a problem for selecting the transmission rate.df 5k/s is Proof: We can consider a special case of the RSNC
selectedds, d3 can not successfully receive the packet, as thgoblem:7'(d;,p;) = 1 and the maximum transmission rates
maximum transmission rates frosrto them are botlRk/s. If on all the links are the same. Then, this special case is
2k/s is selected, although all of the three receivérsds, d; equivalent to finding a maximum weight clique problem as in
can receive and decode one “wanted” packetwill miss its  [9], which is known as an NP-hard problem. Thus, the RSNC

C. Problem Complexity

deadline atd;, as its arrival time iszllf—/’“S = 5s. problem is also NP-hard. [ |
As an alternative, we may choose to first send pagket
with transmission raték /s, where destinationg; will obtain lll. GRAPHMODEL AND RSNC FORMULATION

a “wanted” packet ir2s. After this transmission, the encodeda, Graph Model
packet p; @ p; can be sent with transmission rafd/s,
where destinationl; and ds will obtain a “wanted” packet
after 7s (including the waiting time of the first transmission)
Obviously, the latter solution is better than the first oreena
packet will miss their deadline.

Although the graph model if[9] works well for the case
where the transmission rates on all the links are the same and
fixed, it can not be used directly for our RSNC problem. Here,
we construct a novel graph modél(V, E), which considers
both the transmission rates and the packet reception deadli
B. Problem Description We define 7., (s, dilp;) = ﬁ as the minimum

In this paper, we consider the application of networkansmission rate that can be used to meet the deadline of
coding in wireless networks. Each network node knows thg € R(d;) atd;. We add a vertex; ; in V(G), only if the
overheard/routed packets that its neighbors have suchitthaollowing two conditions can be met.
can perform network coding operations. Such informatiam ca (1) p; € R(d;);
be achieved by usingeception reportsas introduced in[14].  (2) rmin(s, dilp;) < r(s, d;).

We also assume that the forwarding/relaying node knows theNote that, if 7., (s, di|p;) > r(s,d;), packetp; will
deadlines of the packet receptions at its receivers. Spaltyfi definitely miss its deadline ai;. Thus, conditions (1) and
we consider the transmission scheme within a single ho@sin@) ensure that we add a vertex; in V(G) only if the
multi hop can be regarded as multiple single hops. As in COP&anted” packetp; will not miss its deadline atl;. That is,
[4], only XORs coding is performed at the node in our workV (G) = {v; ;|p; € R(d:), Tmin (s, di|p;) < 7(s,d;)}.



So, its arrival time at receivet; is

B B B

) ) T rmin(s, dilps) g
In other words, the arrival time of the packet € P’ will
not miss its deadline at its receivéy € D', wherewv; ; € Q.
Fig. 2. Different graph model comparison ]

As in Lemmd2, a cliqu€) in the graph represents a feasible
transmission solution for the current propagation, witle th
encoded packep;, © p;, © --- @ pj ., transmission rate

(a) the graph constructed by [9] (b) our graph model

Then, for any two different vertices ;, vy ;; € V(G), there
is a link (v; ;,vi ) € E(G) if all the following conditions

can be satisfied. \

(@) i # i; r = min{r(s,d;)|d; € D'}, intended next hops i®D’, and
(b) j = j' orp; € H(dy) andp, € H(d,); the propagation delaf?.
©) rmin(s,dilp;) < r(s,dy) and rpin(s,di|p;) < B. RSNC Formulation
J J
7(s,d;). ) ) , While Lemmal[2 ensures that any encoding strategy based
For any clique@ = {vi, j,, Vi, j,,---} IN G, let P' = o any clique in the graph will be delivered within deadline

{pjlvi; € Q}, D" = {di|vi,; € Q}. According to the work in for the current packet transmission, the transmissionrerd
[9], if node d; € D" successfully receives the encode packgte encoded packets, represented by the cliques(iri E),
Pjr B Pjp - Dpiprj, Wherep;,, pj,, - . pipr € Py di can g5 affects the timely packet receptions at their destinat
decode a “wanted” packet;, wherev; ; € Q. As shown in Fig.[R(b), if we first schedule packet
Next, we will use an example to show the novelty of oufith transmission ratesk/s, represented by cliquéus 1},
graph model as compared to others in the literature, €b.. [8nd then schedule packeb @ ps with transmission rate
Still take Fig.[l as an example. The graph constructed BY./s, represented by cliquévs o, vs 5}, all the packets will
[9] is shown in FigL2 (a). According td [9], any clique in thepe received at their destinations without missing deasline
graph represents a feasible encoded packet. Thusp: ©ps  However, if we first schedule packgs @ ps, and then packet
can be sent and its intended next hopsdrgls, d3, because 1, packetp; will miss its deadline at; .
{v1,1,02,2,03,3} forms a clique. As described in SeC. T-A, Thys, the next task for us is to find a set of cliques in the
it is not a good choice. However, with our graph modejyaph and schedule the transmissions of the encoded packets
shown in Fig[2(b)p1, p2, ps will not be encoded as verticesyepresented by each clique, so as to minimize the number of
U1,1,V2,2,03,3 0 not form a clique in the graph. In additionyissed packets for the whole transmission process.
for the current transmission, the encoded packet derivad fr  gyppose that), = {0, j1sVisnr- -+ >} IS a clique in
any clique in the graph can be sent without missing thfe graph, and the encoded packet represented by it is sent
deadlines at its intended destinations. For example #ps,  as the h-th transmission at node. We also assume that
which is derived from the cliqugvs 2, vs 3}, is sent with P, = {pjlvi; € Qu}, D} = {dilvi; € Qn}. Thus, the
the minimum of the ;naximum transmission rates amongin transmission afts is Djy D Dis D@ Pj,, Where
r(s,ds) andr(s,ds), 2k/s, its intended next hopsg,,ds can _ / ' i PP
Sl(Jcce.z,sfuIIy Ejecozje the packets, p; respectively, without ”,“p”’ Py € Py, and the transm@sph raie 13 =
missing their deadlines. mlndieD;L{rgs,_di)}. Let 7}, be the transmission delay of the
With the graphG(V, E'), we have the following lemma. h't\ngﬁ?sstw'zzﬁgé the following variant.
Lemma 2 For the current packet transmission, if the encode . o -
;- 1,if vertex v; ; is included in cliqueQ,
packetp;, @ pj, @ -+ @ ppr|, wherep;,,--- ,pjpy € P',iS x5, = { ) i € VI(G)
sent with the transmission rate= min{r(s, d;)|d; € D'}, it 0, otherwise 3)
will be received by all the nodes ib’. In addition, for each Then, we can formulate the RSNC problem based on the
v ; € @, the packep; will be decoded byl; without missing graph model as follows.
its deadline. .
- R . . min > Yy (4)
Proof: Firstly, we can easily obtain that with transmission d;€D p;ER(d;)
rate r = min{r(s,d;)|d; € D'}, all the receivers inD"  gypject to

can successfully receive the sending packet. This is becaus -

the transmission rate must be/lower than the maximum Z Zign = 1,Yor, € E(G) )
transmission rate from to d; € D'. 1
Secondly, our graph is the subgraph of that constructed Tijh + Tirjrn = 1L,Y(vig,v0 51) & E(G) (6)
in [9]. According to [9], ifp;, ®p;, ®- - -@®p,, ., is successfully Bxxijn
_ : L = 2 digh
received byd; € D', d; can decode its “wanted” packet, o U{fﬁaexv{ (s, d;) hlshs|V(G) %
wherev; ; € Q. Thus, any receiver; € D’ can obtain V()] h
a “wanted” packetp; from p;, @ pj, ® --- @ pj ., Wwith > @ign x> Tn) < T(diyps) + E2i, Yoi g (8)
transmission rate, wherev; ; € Q. h=1 i=1
Thirdly, according to the condition (c), we have V(@) h
rmin(s,dilp;) < min {r(s,di)} = (1) D (isnx 2 Tn) = T(dipj) = €1 = 214, i (9)
€D’ h=1 j=1



where¢ is a sufficient large constant. o Definition 1 For a coding solutiorp;, ©p;, ®- - -®p;, , define
In the above formulation, the term of the objective repthe metricU when using the transmission rateas follows:

resents the number of packets that miss their deadlines at _ e g

the receivers, which needs to be minimized. Constrdiht (5) U=2. 2 aifum D D asli (10)

denotes that each vertex in the graph can only belong to one . _ . _

clique. Constraint[{6) means that if there is no link betweefN€rea; is the parameter, which can be defined as the benefit

vertex v; ; and vy j1, verticesw; ;, v ;; can not be in the (e.g., importance) of the packgf.

same clique. Constrainf](7) gives the transmission delay fo Firstly, for a given encoded packet, ©p;, ®- - -©pj, , fi; iS

the h-th transmission, which is equal to the transmissiohOnly if all the following conditions are met: k) > r(s, d),

delay with the minimum transmission rate among the rat%%mh meansi; can successfully receive the sending packet,

8

) . " j € R(d;), which meang, is required atd;; 3) All the
from s to all intended receivers. The sufficient large constagiher packets combined in the encoded packet exceptre

¢ is used to guarantee that EI;LV:|1(~’Ci,j.,h * Z?:l Tn) > available atd;, which denotes the decoding requirement of
T(d;,p;), 2:,; must bel, as denoted in Constraifil 8, andy; atd;; 4) £ < T(d;,p;), which shows the requirement of
if Z‘;Ivz‘l(xi,j-,h « Zz}zl Ty) < T(d;,p;), z; must beo, as the reception deadline. Secondly, for each pagket R(d;)

: - : : hich is not successfully received/decoded dyfrom the
denoted in Constrairft] 9. Note that the arrival time of th%’urrent transmission without missing deadlings; (= 0), l; ,

packet in theh-th transmission should consist of both thes | only if
waiting time of the previoush — 1 transmissions and the

d;€D p;€R(d;) d;€D p;eR(d;)

transmission time of the:i-th transmission, i.e.E?:1 Th,. B + Ld > T(di,pj) (11)
Thus, Constraini]8? and](9) show that only if the arrivaldim o rlsdi)

of p; atd;, i.e., S, (@i 0+ Y21, Tw), is no more than the Here, 2 is the transmission delay of the current transmission,
reception deadline gp; at d;, z; ; can be0. and ;=7 denotes the minimum delay to megts deadline

With the above integer nonlinear programming, we caat d; in the next transmission. If the sum of the current
get the optimal solution of RSNC problem. However, thgansmission delay and the next minimum transmission delay
computational complexity for the above integer nonlineas larger than the deadline of at d;, p; will definitely miss
programming is too high when the graph is large. Thus, wis deadline, i.e./; ; = 1. Thus, given an encoded packet and

need to find an efficient algorithm to solve it. its transmission ratef; ; and/; ; are both determined.
Hence the meaning of metri¢ in (I0) can be explained as
IV. JOINT RATE SELECTION AND NETWORK CODING follows. The first termy ;. ep 2y, erias) ¥ifii denotes the
ALGORITHM benefit obtained from the packets that are received without

Since each clique in the graph represents a feasible tranmgssing their deadlines from the current transmission. The
mission strategy for the current transmission, insteadesf dsecond termd_, ., 3", cp,) @li; represents the lost due
termining the whole transmission sequence at once, we fitgtpackets that will definitely miss their deadlines aftee th
design the algorithm to determine the encoding strategy aogirent transmission. So, the metticdenotes the net benefit
rate selection scheme for each packet propagation, bytisgjecobtained from the current encoded packet and the transmissi
a clique at a time. The whole transmission process condistsrate. Thus, for each packet propagation, we aim to determine

multiple packets transmission/cliques selection. an encoded packet and select the transmission-ratet will
maximize the metrid/.
A. Metric Consideration for Each Packet Propagation Note that, the problem of maximizing the defined metric

First of all, in order to measure the “goodness” of trangs also NP-hard. We can prove it by considering its special
mitting an encoded packet at a specific transmission rate fmse: the transmission rates on all the links are the same, th
each packet propagation, it is necessary for us to adoptemeption deadlines for all the packets are the transnmissio
reasonable metric which should take into account the impdithe of one packet, and each packet has the same benefit
of the transmission rate and the packet reception deadlimesThe special case of maximizing the defined mettfibecomes
this section, we shall design a metric, which not only satisfito maximize the total number of the receivers that can decode
as more requests as possible, but also minimizes the numbee “wanted” packet from the current encoded packet, which
of packets missing the deadlines after the current trarssoms has been proved to be NP-hard [in1[10].

For the current transmission, given an encoded packet o ) ) _
and a selected transmission rate, fet be 1 if p; is de- B. Heuristic Algorithm Design for Each Packet Propagation
coded/received byl; from the current propagation without Although maximizing the defined metri¢ is also NP-hard,
missing its deadline, otherwise, let it e In addition, as we can easily obtain the following observations, based on
described in Fig[ll, the current encoding strategy and tramghich we can design the heuristic algorithm.
mission rate also affect the timely receptions of the packet P1: Maximizing the first term of the metrit is equal to
the following propagations. Ldf ; be 1 if p; will definitely find a maximum weight clique in the graph, where the weight
miss its deadline af; after the current propagation, otherwiseat vertexv; ; is defined as the benefit;.
let it be 0. Later, we will introduce how to calculatg ; and P2: The transmission rate is a parameter that adjusts the
l; ; for a given encoded packet and transmission rate.rLetirade-off between delay and network coding gains lises a
be the transmission rate selected for the current propgagati low transmission rate, more receivers can successfulivec

Our metric can be defined as follows. the sending packet, and the current transmission may \satisf



more receivers’ requirements, denoted by the first terry.in
However, low transmission rate means high transmissicaydel
which may cause more packets to miss their deadlines in t
following transmission, denoted by the second ternd/in

Based on the above observations, we then design a heuris
algorithm for each packet propagation, by gradually insireg
the transmission rate. Initially, the transmission ratees to
be no less than the lowest one frosmto its receivers. Let
TR = {r(s,d;)|d; € D} be the set of available transmission
rates froms to all the destinations, and |&tr, be thek-th
lowest rate in"'R. As in Sec[1II-A, we construct the auxiliary
graph with the given information. We also assign the weigh
a; in vertexw; ; for Vi to denote the benefit gf;.

Algorithm 1: one packet propagation process
U, =0,Vk € {1,2,---,|TR|};
=18, =0,k e {1,2,--- ,|TR|},vi; € V(G);

hefor k<+— 1to |TR)|

find max weight cliqueQ in subgraph{v; ;|r(s,d;) > Try,vi; € V};
fF =1, v € Q, for Vi, j;
T = miny,; ceq{r(s,di)};
For eachv; ; € V(G),vi; ¢ Q

i, =1if % + r(%im > T(di, p;);
Endfor
Uk = ZdiED ET-’jER(di) a;f
Endfor
addk into W if Uy, is the maximum amongU |0 < k < |TR|};
k= argminkEW{ZdieD ijER(di) a;ly b

’ ’
U=Upifij= ;0 =155
the encoded packet @U, cq Pj for the current transmission;
(3%

r=miny,; je{r(s, dT)}

stic

k —

E .
i,j EdieD ij€R(di) O‘Jli,j'

—

In the k-th step, we restrict that the transmission rate use
at s must be no less thair,. For d;, if its maximum trans-
mission rate froms is less tharl'ry, it can not successfully
receive the sending packet. This restriction can be rehliz
by omitting the vertexv, ; in G(V, E) if r(s,d;) < Try.

dAlgorithm 2: the whole packet transmission process
construct graptG(V, E);
while (V (G) is not empty)
conduct Algorithm 1 for the current packet propagation;
remove the selected clique frof(V, E);
remove the vertex; ; from V(G) if 1; ; = 1;
update the packet reception deadline, €lt(d;, p;) = T'(di,p;) — E;
updateG(V, E) based on the remaininy (G) and E(G);

D

Then, we find the maximum weight clique in the subgraph g, quhie
{wvij|r(s,di) > Try,vi; € V(G)}, and adopt the transmis-rFig 3. Algorithm Design
sion rate represented by the found clique. Each vertgxin

the found clique denotes thaj will be successfully obtained [9] and SIN-1algorithm [1]. DSF coding algorithm does not
by d; without missing its deadline, for the given transmissiooonsider the heterogenous transmission rates on the links,
rate. For each of the other packets that can not be obtainedatl in each time slot, always finds the maximum weight
their receivers from the current transmission, we then ¢udglique in the defined graph. SIN-1 algorithm always sends
whether it will definitely miss its deadline at its destiwais, the packet with the minimum “SIN-1" in each transmission,
by (I1). Thus, in each step, we calculdte Such process where “SIN-1" of packetp; is defined as the ratio of the
continues until all the rates iR are considered. Finally, we duration from the current time to the deadline of the most
compare the values df obtained from each step and adoptrgent request for packet, to the number of requests fpr.

the one with the largest value as solution. Note that, ifehem the simulation, we compare the deadline miss ratio under
are more than one solution with the maximum valué/ofve different transmission schemes, where deadline miss i®tio
will choose the one with the smaller lost represented by tldefined as the ratio of the number of packets missing their
second term ofl{10). The detailed of the algorithm is showdaeadlines to the total number of requests. For each settiag,

in Algorithm 1 of Fig.[3. present the average result of 100 samples.

C. Algorithm for the Whole Transmission Process A. The Impact of the Transmission Rate

While algorithm 1 in Sec[[IV-B describes the encoding e first investigate the impact of the transmission rate on
of packets and selection of rate for every transmission, thge performance of random one packet propagation during the
whole transmission process will consist of multiple of suciyhole transmission process. Given the rate for the current
single process. We will first construct the gragiV, £) transmission, we run the maximum weight clique algorithm in
based on model in SeC.TMA, and the graph will be updatafle graph model to find the maximum number of packets that
by removing the selected vertices in the found clique hyan be obtained at their destinations without missing deadl
Algorithm 1, and the vertex; ; if p; will definitely miss its e, satisfied requests, based on which we derive the number
deadline at destinatiod;. The packet reception deadlines fobf packets that will definitely lose their deadlines in theine
the packets also need to be updated after each transmissigthsmissions according tb_{11), i.e., failed requests.séte
The whole transmission process continues until the verse¢ a; = 1,n = 10,m = 20, rmin = 10,rmaz = 100, and
V' of G becomes empty. The detail algorithm for the wholgy,in = 10. Tmaar = 50.
transmission is given in Algorithm 2 of Fig] 3.

V. SIMULATION RESULTS

In this section, we demonstrate the effectiveness of our
RSNC scheme through simulations. We randomly generate a
set of available packets iff(d;) and the “wanted” packets
in R(d;) at destinationd; € D, where H(d;)( R(d;) = 0.
The maximum transmission rate fromto d; is randomly
selected in[rmin, rmax], and the packet reception deadline
is randomly ge.nerated I[Tmzn,Tmax]. . Fig. 4. The impact of the transmission rate on the performaoic one

For comparison purpose, we include two baseline alg@snsmission.
rithms, namelyDSF (deadline smallest first) codimdgorithm As shown in Fig.[4, with the increase of the transmis-
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(a) Reception deadline in [10,50] (b) Reception deadline in [10,80]
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