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General Analytical Framework for Cooperative
Sensing and Access Trade-off Optimization
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Abstract—In this paper, we investigate the joint cooperative optimization of cooperative sensing without considerihg t
spectrum sensing and access design problem for multi-chaeh spectrum access problem (i.e., how SUs share the available
cognitive radio networks. A general heterogeneous Settings  gnectrym). Furthermore, these sensing optimization warks
considered where the probabilities that different channed are f d f inal ’ h | d h .
available, SNRs of the signals received at secondary useislgs) PErormed for a singie channel and homogeneous scenario
due to transmissions from primary users (PUs) for different Where channel parameters such as SNRs, probabilities that
users and channels can be different. We assume a cooperativedifferent channels are available are the same.[In [10], the
sensing strategy with a general a-out-of-b aggregation rel and authors investigate a multi-channel scenario where each SU
design a synchronized MAC protocol so that SUs can exploit gimjtaneously senses all channels using one receiver per
available channels. We analyze the sensing performance and h | d calculates the loa-likelihood ratio of obse
the throughput achieved by the joint sensing and access degsi. C'aNN€l and caiculales the log-likelihood ratio of observe
Based on this ana|ysi5, we deve|0p a|gorithms to find optima| measurement. Then AP CO||eCtS these statistics to dec|dﬂ Wh
parameters for the sensing and access protocols and to deteine  to terminate the process. All of these existing works do not
channel assignment for SUs to maximize the system throughpu consider the joint cooperative sensing and access desagr un
Finally, numerical results are presented to verify the effetiveness o heterogeneous setting
of our design and demonstrate the relative performance of ou In thi i th | fi .
proposed algorithms and the optimal ones. n this paper, we propose the general cooperative sensing-

access framework for the non-homogeneous scenario where
a general a-out-of-b aggregation rule is assumed at the AP.
Specifically, the contributions of this paper can be summa-
rized as follows:i) we design joint cooperative sensing and
|. INTRODUCTION synchronized MAC protocols for a multi-channel cognitive
radio network. We derive the spectrum sensing performance

Design and analysis of MAC protocols for cognitive radi .
networks is an important research topic. There has be?grﬁ a-out-of-b aggregation rule and we perform the throughp

) . . ; _ .analysis of our proposed sensing and access desigme
growing literature on this topic over the last few yedrs [1 : T
= ropose solutions for two parameter optimization problefms
and [12] (seell1] for a survey of recent works). Howeve

- . dur proposed design. Specifically, given a channel assighme
most existing works either assume perfect spectrum sensin ; LT )
- S S W€ study how to determine the sensing time and contention
or do not explicitly model the sensing imperfection in their . :
. " . . window of the MAC protocol. Moreover, we consider the
design and analysis. 1n][2], we design and optimize the sgnsi . T
. channel assignment problem for throughput maximization
and MAC protocol parameters where each SU is assumé . .
: . where we present both brute-force search optimal algorithm
to perform parallel sensing on all channels and it can use ) o
; o . nd the low-complexity greedy algorithniii) we present

all available channels for data transmission. This can De

considered as an extension of throughput-sensing optiiniza numerical results to illustrate the performance of the pssg

framework of [4] from the single-user to the multi-user st MA(.: protocols and the through_pgt gains due to optimized
design compared to the non-optimized one.

In [3], we consider a scenario where each SU can exploit a - : . .
. he remaining of this paper is organized as follows. Sec-
most one channel for transmission. All these works do not : :
' : . . L ion [l describes the system model, sensing, and access de-
consider cooperative sensing and its design issues. ) : A i
. ; . sign. Throughput analysis, optimization of spectrum semsi
Cooperative spectrum sensing has been shown to imprg ; . ;
access, and channel assignment are performed in Sé&cfion Il

the sensing performance [5]_|~10].' In_a cooperative Sens'%%ctiorm presents numerical results followed by conclgdi
strategy, each SU performs sensing independently and then arks in SectioRV

sends its sensing results to an access point (AP). The N
then makes decisions on the idle/busy status of each chan-
nel by using certain aggregation rule. [n [6], weighted data
based fusion is proposed to improve sensing performance. Irin this section, we describe the system model, spectrum
[7]-[9], the optimization of cooperative sensing using an &ensing, and access design for the cognitive radio networks
out-of-b rule is performed. In_[8], the game-theoretic lhse

method is taken to develop a cooperative spectrum sensiigsystem Model

strategy. However, these works only focus on design and

Index Terms—MAC protocol, cooperative spectrum sensing,
throughput maximization, channel assignment, cognitive adio.

Il. SPECTRUMSENSING AND ACCESSDESIGN

We consider a network setting whehé pairs of secondary
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Collocated network

Assume that transmission signals from PUs are complex-

valued PSK signals while the noise at the SUs is indepen-
T /M T dent and identically distributed circularly symmetric qolex
GaussiarCN (0, Ny) [4]. Then, the detection and false alarm
PU4/CY PU3/C3 probabilities for the channglat SU: can be calculated asl[4]

Pz(un)

y ij ij
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| pii (239, ) Q((NO . ),/271..,.“), )
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wherei € [1,N] is the index of a SU linkj € [1,M] is
. . ' the index of a channek” is the detection threshold for an
o pairi of SUs simply as SU. We assume that each SUenergy detectory™ is the signal-to-noise ratio (SNR) of the

can exploit multiple available channels for transmissiery, e . : :
by using OFDM technology). We will design a synchronizegu. s signal at the SUf Is the ;amphng freq‘uencwo IS th'e
gise powers® is the sensing interval of SWon channel;,

MAC protocol for channel access. We assume that each ch . . o o 9
nel is either in the idle or busy state for each predetermin@q9< () is defined axQ (z) = (1/v2m) [, exp (~1*/2) dt.
e assume that a general cooperative sensing scheme,

periodic interval, which is called a cycle in this paper. g_melya—out—ofb rule, is employed by the AP to determine

We further assume that each pair of SUs can overhear tra idle/b at ¢ h oh | based toch .
missions from other pairs of SUs (i.e., collocated netwjprks € 1die/busy status ot €ach channel based on reportehgens

. : results from all SUs. Under this scheme, the AP will declare
Th eM PU h of which _ . ’
ere arel/ primary users (PUs) each of which may or ma¥ ﬁlt a channel is busy i or more SUs out ob SUs report

not use one corresponding channel for its data transmiss . .
P g that the underlying channel is busy. The a-out-of-b ruleetsv

in any cycle. In addition, it is assumed that transmissiomfr . . : L
any pair of SUs on a particular channel will affect the pri;»nard'ﬁer.ent other rules mpludmg OR, AND. a_nd Majority rules a
ecial cases. In particular, whan= 1, it is OR rule; when

receiver which receives data on that channel. The netwoiR g o o
; . e : = b, it is AND rule; and whena = [b/2], it is Majority
tt d tigat h Fig. 1. “ .
setting under investigation 1 Shown In rule. Let consider channgl. Let S¥ denote the set of SUs
, : that sense channglandb; = |SY| be the number of SUs
B. Cooperative Spectrum Sensin . J J -
P $ .g ) ) sensing channej. Then the AP’s decision on the status of
We assume that each SUis assigned in advance a sefpannel; will result in detection and false alarm probabilities

of channelsS; where it senses all channels in this assigngg; this channel, which can be calculated as, respectiglly |
list at beginning of each cycle. Optimization of such chdanne

Fig. 1. Network model (PU: primary user, SU: secondary user)

assignment will be considered in the next section. Upon b O, o o
completing the channel sensing, each &énds the idle/busy P} (7,7 ,a;) = > > [ P27 [I P¥ ®)
states of all channels ifi; to the access point (AP) for further I=a; k=1 i, cdk i,€8V\ @k

processing. The AP upon collecting sensing results from all c

SUs will decide idle/busy status for all channels. Then ARe Co i i .
broadcasts the list of available channels to all SUs. SUs are”7 (&7, a;) = Z Z H Py H Py )
assumed to rely on a distributed MAC protocol to perform I=a; k=14, ey i2€SY\ @}

access resolution where the winning SU transmits data {%ere@k in @) and [@) are particular sets withSUs whose
. . . . 1
using all available channels. Detailed MAC protocol des'gébnsing outcomes indicate that chanjdb busy given that

Willl_ bte elabo(rjated (Ijater.t " s that icular PU this channel is indeed busy and idle, respectivély- {¢/ },
et Ho and H; denote the events that a particular IS, {Tij}, i e SJU. For brevity, 7’ (57."7—_»]"@7.) and

idle and active, respectively (i.e., the correspondingnoiea [ o . ; P !

is available and buzy, resgegztively) in a cyf:)le. In gadditioﬂ)} (67,7, a;) are written asP; and Py in the following.

let P; (Ho) and P; (H1) = 1 — P; (Ho) be the probabil- .

ities that channelj is available and not available for allC- MAC Protocol Design

SUs, respectively. We assume that SUs employ an energyVe assume that time is divided into fixed-size cycles and
detection scheme and Igt be the sampling frequency usedt is assumed that SUs can perfectly synchronize with each
in the sensing period for all SUs. There are two importaother (i.e., there is no synchronization erraor)|[12]. Wepgmse
performance measures, which are used to quantify the gensan synchronized multi-channel MAC protocol for dynamic
performance, namely detection and false alarm probasliti spectrum sharing as follows. The MAC protocol has three
In particular, detection event occurs when a SU succegsfuflhases in each cycle utilizing one control channel, which is
senses a busy channel and false alarm represents theasituassumed to be always available, as illustrated in Hig. 2. In
when a spectrum sensor returns a busy status for an itlle first phase, namely the sensing phase of lengtdl SUs
channel (i.e., a transmission opportunity is overlooked).  simultaneously perform spectrum sensing on their assigned

b;
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I the normalized throughput per one channel achieved by our
. MAC protocol can be calculated as
1
Report| CONT DATA CONT| DATA NT — T T W _6 5
Ly gyl "W ©
Here,& can be calculated as follows:
M Cy
DC [ oama | [ oata ... [time g — . . 6
CC: Control channel DC: Data channel CONT: Contention Z Z H PJ] (HO) H ,P72 (Hl) ( )
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Fig. 2. Timing diagram of the proposed multi-channel MAC tpool m Cp, ) .
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channels. Here, we have= max; 7;, wherer; = Zjesi, Tij
is total sensing time of SU, ;; is the sensing time of SW
on channelj, and S; is the set of channels assigned for S

where S is the set of allM channels. The quantity](6)
Jiepresents the probability that there ateavailable channels,

i. All SUs exchange beacon signals on the control channel4&ich may or may not be correctly detected by SUs and the
achieve synchronization in the second phase. Then, each &y Here,V;,, denotes a particular set of available channels

reports its sensing results to the AP on the control chann@10se index is. The second quantitf(7) describes the product

The AP collects sensing results from all SUs; decide icaast Of 7 @nd the probability that there are available channels
for all channels; and broadcast this information to all Stds ¢cording to the sensing decision of the AP (so the remaining
the control channel. ayailable channels are overlooked due to sensing erromsjevh
In the third phase, SUs participate in the contention arid: denotes the,-th set withn available channels.
the winning SU will transmit data on all vacant channels. we !N the following, we describe how to calculafe(r, W) by
assume that the length of each cycle is sufficiently largéab t USing the technique developed by Bianchiin/[13]. In patéicu
SUs can transmit several packets during the data transmissi'© approx!mately assume a f|_xed transmlssm_)n probab_j:llt)_/
phase. During the data transmission phase, we assume that’h@ 9eneric slot time. Bianchi shows that_thls transm|s_5|on
tive SUs employ a standard contention technique to captere probablhty can be computed from the following two equation
channel similar to that in the CSMA/CA protocol. Exponehtiéla]
backoff with minimum contention window/” and maximum 2(1—2p) ®8)

backoff stagemq [13] is employed in the contention phase. ¢ = (1=2p)(W+1)+Wp(1—(2p)™)’
For brevity, we refer tol/ simply as contention window in i
the following. Specifically, suppose that the current bdfcko p=1-(1-9) 5 9)

stage of a particular SU is then it starts the contention\,\,herem0 is the maximum backoff stage,is the conditional

by choosing a random backoff time uniformly distributed igo|jision probability (i.e., the probability that a coilim is

the range[0, 2'W" — 1], 0 < i < mo. This user then starts gpserved when a data packet is transmitted on the channel).
decrementing its backoff time counter while carrier semsin=gy gur system, there af§ SUs participating in contention in

transmissions from other SUs on vacant channels. the third phase, the probability that at least one SU tratssmi
Let o denote a mini-slot interval, each of which correyg gata packet can be written as

sponds one unit of the backoff time counter. Upon hearing a N
transmission from any SU, each SU will “freeze” its backoff Pr=1-(1-9)" . (10)
time counter and reactivate when the channel is sensed igléwever, the probability that a transmission occurring loa t

again. Otherwise, if the backoff time counter reaches 2@, channel is successful given there is at least one SU tratirsgnit
underlying SU wins the contention. Here, two-way handshaken be written as

will be employed to transmit one data packet on the available Né(1 - (b)N—l

channel. After sending the data packet the transmitteratgpe Py = ——7—"—. (11)
an acknowledgment (ACK) from the receiver to indicate a ] P ) )

successful reception of the packet. Standard small idterva;rhe average duration of a generic slot time can be calculated
namely DIFS and SIFS, are used before backoff time decf®

ments and ACK packet transmission as described_in [13]. Tsa= (1 =P T. + PiPsTs + P (1 —P) T, (12)

whereT, = o, Ts andT, represent the duration of an empty
slot, the average time the channel is sensed busy due to a
) successful transmission, and the average time the chasinel i
A. Throughput Analysis sensed busy due to a collision, respectively. These qiemtit
We assume that all SUs transmit data packets of the sacam be calculated under the basic access mechanismlas [13]

length. Let& denote the average number of vacant channels r _ 71 _ | ps1 STFS+2PD+ACK +DIFS

that are correctly detected by the AP. Suppdde, W) denote ol
the throughput achieved by al' SUs on an imaginary single- Te=T; =H+PS+DIFS+PD , (13)

channel network where the channel is always available. Then| £/ = Hpry +Huac

Ill. PERFORMANCEANALYSIS, DESIGN, AND
OPTIMIZATION



whereHppy and Hyac are the packet headers for physical an@. Channel Assignment for Throughput Maximization

MAC layers, PS is the packet size in transmission time, which g tar we have assumed a fixed channel assignment based

is assumed to be fixed in this papétD is the propagation o \which SUs perform sensing. In this section, we attempt to
delay,S1FS is the length of a short interframe spade/F'S  yetermine an efficient channel assignment solution by sglvi
is the length of a distributed interframe spack/’K is the ¢ following problem

length of an acknowledgment. Recall that these parameters

are measured in units of bits g due to bit rate = 1 Mbps. rg}saicNT (77, W, {S;}) (18)

Based on these quantities, we have

(14) Algorithm 2 CHANNEL ASSIGNMENTALGORITHM

1: Run Alg.[q for temporary assignmenfs = S, i € [1, N]
to get (W,7¥). Employ Hungarian algorithm [14] to
determine the first channel assignment for each SU so
that each channel is assigned to exactly one SU where the
cost of assigning channglto SU i is 7. This results in
initial channel assignment se{ss;} for different SU3.

T—T—TRJ PSPtPS

7w = [T | BREE

whereTr = Nt,.+ty, t, is the report time from each SU to the
AP, t, the broadcast time from the AP to all SUs. Recall that
7 = max; 7 is the total the sensing tim¢.] denotes the floor
function and recall thal” is the duration of a cycle. Note that
T’}—;TR denotes the average number of generic slot times .
in one particular cycle excluding the sensing and reporting: continue:= 1, k := 1.
phase. Here, we omit the length of the synchronization phasé: While continue = 1do

which is assumed to be negligible. 4.  Calculate the normalized throughput with optimized
parameter setting by using Alg. 1 a& 7 =
NT (79, W,8).

B. Cooperative Sensing and Access Optimization 5. Each SUi calculates the increase of throughput if it

We discuss optimization of cooperative sensing and access
parameters to maximize the normalized throughput under

is assigned one further potential chanpeds AT;; =
NT (79,W,8}) — NTw whereS} = S; U j and
74 W are determined by using Alg. 1 for assignment

sensing constraints for PUs. In particular, the throughput

Y setsS! andS;, | # i.
maximization problem can be stated as follows: ¢ L LA

6: Find the “best” assignment(i,j) as (i,j) =

max N7 (r, W) (15) argmax AT;;.
i, W 1,JES\S:
i S 7. if ATy > 6 then
st Py (¢ i ,aj) =Py, j € [1,M] (16) & Assign channej to SU7 (S; = S}).
O<T”§T7 O<WSWmaX7 (17) 9: k=k+1.
_ 10. else

whereP} is the detection probability for channglat the AP, 1. continue:= 0
Wax 1S the maximum contention window and recall that 15.  end if

is the cycle interval. 13: end while
14: if k> 1 then

Algorithm 1 SENSING AND ACCESSOPTIMIZATION 15.  Return to step 2.
1: Assume we have the sets of all S{S;}. Initialize 7/, 16 else
j €S 17:  STOP Alg.

2: For each integer value ¥ € [1, Wy, find 77 as 18: end if

3 for i=1to N do . ) )

4 Fix all 799, i1 £ i. 1) Brute-force Search Algorithm: Since the possible num-

5. Find optimal7 as7% = argmax N'T (79, W). ber of channel assignments is finite, we can employ the brute-
41 0<7ii<T force search to determine the optimal channel assignment

6: end for

solution and its protocol parameters. This can be done by
determining the best configuration parameters under each
channel assignment (i.e., using Alg. 1) then comparing the
throughput achieved by different channel assignments t fin
the best one.

We propose a low-complexity algorithm (Alg. 1) to find an We now quantify the complexity of this optimal brute-force
efficient solution for the optimization problerh_(15.116.] 17)search algorithm. The number of possible assignments il equ
In particular, for each potential value &F € [1, Wiax], we to the following: How many ways are there to fill 1/0 to the
search for the best? to maximize the total throughput. This iselements of anVxM matrix. It can verify that the number
done by a sequential search technique. Then, the final solutof ways is 2. Therefore, the complexity of the optimal
is determined by the best combinationsf, W for different brute-force search algorithm @ (2*/%). Moreover, for each
values ofI¥/. Numerical results reveal that Alg. 1 can alwaysase, we must run Alg. 1 to determine the sensing and access
find the optimal solution of the underlying problem. parameters.

7: The final solution(W,77) is determined agW,7%) =
argmax N'T (74, W).
W, 7




2) Low-complexity Algorithm: We propose a low-
complexity algorithm to find an efficient channel assignment
solution, which is described in Alg. 2. In step 1, we run

NT,1(0.0037, 254) = 0.7389

0.7

0.65

Hungarian algorithm to perform the first channel assignment go.e 06
for each SUi. The complexity of this operation can be Zos 055
upper-bounded by (M?2N) (see [14] for more details). In - o Pos

10°

each assignment in the loop (i.e., Steps 2-13), eachiSU
calculates the increases of throughput due to differergrpi Contontion
channel assignments, and selects the one resulting in the window (W)
maximum increase. Hence, the complexity involved in these , . , .
. . . Fig. 3. Normalized throughput versus contention winddw and sensing
assignments is upper-bounded byN since there are at moSty e - for ;= 3. N = 10, M — 4.
M channels to choose for each &fSUs. Also, the number of
assignments to perform is upper bounded\dy. Therefore, o8
the complexity of this loop is upper-bounded by?N?2. o7
Suppose we run these assignments ifotimes before the
algorithm terminates. Therefore, the complexity of Alg.ghc
be upper-bounded b§) (M2N + rM?N?) = O (rM?N?),
which is much lower than that of the brute-force search

0.45

Sensing time (74)

o
o

o
o

= 0.4r

sughput (T)

TC

0.3~

—S— Majority rule|

Th

0.2- —E&—OR rule
algorithm. g ~-AnDrue ||
95 e 3 iz a1 10 8 7 6 s
SNR (A7)
IV. NUMERICAL RESULTS Fig. 4. Normalized throughput versus SNR shifty for m = 3, N = 10,
. . M = 4 under 3 aggregation rules.
To obtain numerical results, we take key parameters for 90reg
the MAC protocols from Table Il in[[13]. Other parameters 08 ‘ ‘
are chosen as follows: cycle time i = 100ms; mini- 07 P s o 9
slot (i.e., generic empty slot time) is = 20us; sampling Sl ]
frequency for spectrum sensing f5 = 6M H z; bandwidth Zos

of PUs’ QPSK signals i$M Hz; t, = 80us andt, = 80us.
The target detection probabilities for channelP; in (16)

are chosen randomly in the interva(s95,0.99]. In order to I 5% 7 Nan-OPT
calculate€ in (8)-(7), we need to determir@; for different ' ‘ 0% T Non-OPT
j» which can be done as follows. We set the equality fot (16), o T oamay °
i.e., P (7,7, a;) = P; (see [2] for detailed explanation)
and assume that detection probabilitﬂég = Pj* are equal

to each other from which we can calculai," by using

= Majority rule — OPT
—©—1% T - Non-OPT

Fig. 5. Normalized throughput versus SNR shifty for m = 3, N = 10,
M = 4 for optimized and non-optimized scenarios.

(3). Then, we can determin@} by using [4) and[{2). The 08
signal-to-noise ratio of PU signals at SU$’ = SNR} o7

0.6

are chosen randomly in the rande15,—20]dB and the

S
maximum backoff stage isy = 3. 52j
We first compare the throughput performance achieved by _03 _
the brute-force search and low-complexity algorithms.,(i.e “oat Pt

—HE—Case 2
—F—Case 3
|

Alg. 2) for channel assignment. In particular, in Tablé | oif_g ¥

we show the normalized throughpM7 versus probabilities o - = .

P; (Ho) for these two algorithms. Here, the probabilities SN (87)

Pi (#o) for different channelg are chosen to be the S"_j‘m%ig. 6. Normalized throughput versus SNR shifty for m = 3, N = 10,

and we choosel/ = 4 channels andV = 4 SUs. This = 4 for optimized and RR channel assignments.

figure confirms that the throughput gaps between our greedy

algorithm and the brute-force optimal search algorithm are

quite small, which is about 1% in all cases. These resultse scenario where channglis assigned to and sensed by

confirm that our proposed greedy algorithm works well foBU i. The following combinations are set corresponding to

small systems (i.e., smal and NV). 74 = —10dB: channel 1:{1,1},{2,1},{3,1}; channel 2:
We now investigate the performance of our proposed alg{2, 2}, {4, 2}, {5,2}; channel 3:{4,3},{6,3},{7,3}; and

rithm for larger systems. In FigEl Bl 4, 5, ddd 6, we considehannel 4:{1,4},{3,4},{6,4},{8,4},{9,4},{10,4}. The

the network setting withV = 10 and M = 4. We divide SUs remaining combinations correspond to the SINR vajile=

into 2 groups where SUs have received SNRs due toi’'®U —15dB. To obtain results for different values of SNRs, we

signal equal toy” = —15dB and~% = —10dB in the two shift both SNRs (-10dB and -15dB) lyy. For example, when

groups, respectively. We use a combinat{en;} to represent Ay = —10, the resulting SNR values arg’ = —25dB and




TABLE |
THROUGHPUT VSPROBABILITY Pj (Ho) (MXN=4x4)

0.1 0.2 0.3 0.4

P; (Ho)
0.5 0.6

0.7 0.8 0.9 1

Greedy | 0.0838 | 0.1677 | 0.2515| 0.3353

0.4191

0.5030 | 0.5868 | 0.6707 | 0.7545 | 0.8383

NT | Optimal | 0.0846 | 0.1692 | 0.2544 | 0.3384

0.4239

0.5082 | 0.5935| 0.6769 | 0.7623 | 0.8479

Gap (%) | 1.0090 | 0.9187 | 1.1293 | 0.9142

1.1294

1.0261 | 1.1266 | 0.9159 | 1.0261 | 1.1266

TABLE I
ROUND-ROBIN CHANNEL ASSIGNMENT(X DENOTES AN ASSIGNMENT)

Case 1 Case 2 Case 3

112134112341 ]2|3]4
1 X X | X X | X | X
2 X X | X X | X | X
3 X X | X X | X
4 X X X
5 X X | X X | X | X
6 X X | X X | X | X
7 X X | X X | X
8 X X X
9 X X | X X | X | X
10 X X | X X | X | X

~9 = —20dB.
Fig.[3 presents the normalized throughpif™ versus con-
tention windowl¥ and sensing time* for the combination

V. CONCLUSION

We propose a general analytical framework for coopera-
tive sensing and access design and optimization in cognitiv
radio networks. We analyze the throughput performance of
the proposed design, and develop an algorithm to find its
sensing/access parameters. Moreover, we present bothabpti
brute-force search and low-complexity algorithms to detae
efficient channel assignments. Then, we analyze the com-
plexity of different algorithms and evaluate their thropgh
performance via numerical studies.

(1]

{4,3} and Ay = —5 (the parameters of other combinations
are set at optimal values). Therefore, this figure shows thél

normalized throughput/7" versusiW and only743. We show
the optimal configuration(7*3, W), which maximizes the
normalized throughputv'7 of the proposed MAC protocol.
It can be observed that the normalized throughp(f is
less sensitive to the contention winddW while it decreases
significantly as the sensing timé? deviates from the optimal
value.

(4

(5]

(6]

In Fig.[4, we compare the throughput performance as the
AP employs there different aggregation rules, namely ANDI[]
OR, and Majority rules. The three throughput curves in this

figure represent the optimized normalized throughputs @y

using Algs. 1 and 2). It can be seen that The Majority ruld8]

achieves the highest throughput among the three. I Fige5,

w

compare the throughput performances under the optimized an
the non-optimized scenarios. For the non-optimized ségnar [9]
we also employ Alg. 2 for channel assignment; however we
do not use Alg.1 to choose optimal sensing/access paraneter

Instead,r* is chosen from the following values%T, 2%T,
5%T and 10%T, where T is the cycle time. Again, the
optimized normalized throughput is higher than that due

[20]

[on)

non-optimized scenarios. Finally, Fig[] 6 demonstrates the

relative throughput performance of our proposed algoritimoh

the round-robin (RR) channel assignment strategies. For R

channel assignments, we allocate channels for users, which

is described in TablE]Il. For all RR channel assignments, We'
employ Alg. 1 to determine optimal sensing/access parasiete
Again, the optimized design achieve much higher throughpid#]

than those due to RR channel assignments.
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