arXiv:1601.01909v1 [cs.IT] 8 Jan 2016

Delivery Time Reduction for Order-Constrained
Applications using Binary Network Codes

Ahmed Douik, Mohammad S. Karimy Parastoo Sadeghiand Sameh Sorour
fCalifornia Institute of Technology (Caltech), Califorpidnited States of America
*The Australian National University (ANU), Australia
'King Fahd University of Petroleum and Minerals (KFUPM), gdom of Saudi Arabia
Email: Tahmed.douik@caltech.ed§mohammad.karim,parastoo.sadég@anu.edu.au
'samehsorour@kfupm.edu.sa

Abstract—Consider a radio access network wherein a base- executed sequentially. A suitable NC technique to meet the
station is required to deliver a set of order-constrained mesages aforementioned delay and message’s order requiremettis is t
to a set of users over independent erasure channels. This pap instantly decodable network coding (IDNC) [S]=[15]

studies the delivery time reduction problem using instanty . :
decodable network coding (IDNC). Motivated by time-critical In IDNC, messages are encoded using the binary field

and order-constrained applications, the delivery time is éfined, 1-€., messages are mixed using binary XOR. Such encoding
at each transmission, as the number of undelivered messages field size allows efficient XOR-based decoding at the users by

The delivery time minimization problem being computationdly  overcoming the expensive computations, e.g., large neatric
intractable, most of the existing literature on IDNC propose sub- inversion in RLNC. Such instant decodability property, not

optimal online solutions. This paper suggests a novel metdo . .
for solving the problem by introducing the delivery delay asa only reduces the decoding complexity but also enables the

measure of distance to optimality. An expression charactézing design of cost-efficient receivers.
the delivery time using the delivery delay is derived, alloving the For its aforementioned desirable properties, IDNC atégct

approximation of the delivery time minimization problem by an g significant number of works. The authors n [9]2[11] con-
optimization problem involving the delivery delay. The problem  giqer reducing the number of transmissions to complete the

is, then, formulated as a maximum weight clique selection fi fth by all Such tric. k
problem over the IDNC graph wherein the weight of each vertex reception of the messages by all USers. such metric, known as

reflects its corresponding user and message’s delay. Simtitn  theé completion time, is desirable in applications withordey
results suggest that the proposed solution achieves loweelivery —constrains for its inverse relationship with the throughpu

and completion times as compared to the best-known heurists  However, the metric is not suitable for order-constrained
for delivery time reduction. applications as out-of-order decoded messages are hiiffate
Index Terms—Instantly decodable network coding, order- not delivered to the application. For real-time applicasiothe
anstrained, delivery time, delivery delay, maximum weigh authors in m]’m] propose Serving the maximum number of
clique. users with any new message at each transmission. However,
such approach is inefficient for order-constrained appbos.
|. INTRODUCTION For video streaming applications, referencel [14] suggasts
Various real-time applications in communication, e.gl; cevideo-aware packet selection algorithm that prioritizessm
lular transmissions, video streaming, and satellite comimusages based on their contribution to the overall video tuali
cations, require a considerable radio resources, i.e.d-ban Consider a radio access network wherein a base-station is
width, transmission energy. To enhance the performancerefjuired to deliver a set of ordered messages to a set of users
such systems, network coding (NC), introduced [in [1], isver independent erasure channels. The aim of this paper is
a propitious solution that mixes the different informatioo study the delivery time reduction problem in IDNC-based
flows in the network([2]. By achieving maximum informationnetworks wherein the delivery time is incremented for each
flow in a network [3]-[5], NC enables high-rate and reliablendelivered message irrespective of its decoding statuan|
communications over fading channels. RLNC context, the authors in [16], [17] propose schemes that
While popular NC schemes, e.g., random linear netwodchieve the optimal asymptotic and a non-asymptotic satisf
coding (RLNC) [6]-8], focus only on achieving the maximuntory delivery time, respectively. Furthermore, the delwvéme
throughput in a network, they are not suitable for real-timeeduction problem considered in this paper is closely e€elat
applications of interest in this paper. For example, RLN® the concept developed in [15]. However, the author5iii [15
offers the optimal broadcast performance at the expensefafmulate the optimal schedule that reduces the deliveng ti
a substantial decoding delay as decoding is possible omly a stochastic shortest path (SSP). For its high compn#htio
after the reception of a sufficient number of independentbpomplexity, i.e., exponential in both the number of userd an
coded packets. However, many applications are time-afitianessages, they propose a simple packet selection heuristic
and require in-order packet delivery as packets can be deThis paper’'s main contribution is to propose a novel method
livered to the applications only if all its preceding packetfor solving the delivery time reduction problem in IDNC-leds
are decoded and delivered. Such applications includdiraal- networks. The delivery delay is first introduced as a measure
scalable video streaming and cloud-enabled networks iclwhiof degradation as compared to optimal coding strategy. An
communications representing software commands need todx@ression characterizing the delivery time using thevdagyi
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2 - o TheHasset?, including the messages received by the
D1 u-th user. In Figurd]l, the Has set of uskis Hs =

Wants W, = {1, 3} {1,3,4}.

D 2 o The Wantsset W,, = M \ H, including the messages
Do wanted by theu-th user. In Figurd]l, the Wants set of

Wants W, = {1,3,4} user3 is Ws = {2}.
- - « The Delivered set D, C #H, including the messages
D3 D delivered to the:-th user’s application layer. In Figuié 1,

Wants W; = {2} while the Has set of uséris Hz = {1, 3,4}, its Delivered
Transmission Schedule S = 2 set is equal tdDz = {1}.

k -
Fig. 1. A network composed o3 users andd messages. The message Let wy 6. W“, denotes lthé” th _Wanted_ message by theth
combination2 & 3 is instantly decodable for usérbut is out-of-order. The USEr, €.9., IN Figurgl Vs = 2 is the first wanted message
message is decoded and stored in the buffer resulting inheedetime of4.  py the third user, and/V23 = 4 is the third wanted message
The transmission schedu{@ & 3,4, 1} results in an overall delivery time of _ ; ; : ;
9 and a completion time of. by the second user. The basg station exploits the diveosity
Has and Wants sets of the different users to broadcast XOR

_ ) ) . ) combinations of the source messages. A message combination
delay is derived and used to approximate an anticipatedversis jnstantly decodable for a user if it contains exactly one
of the delivery time. Afterward, the problem is reformuthte 55 e message from its Wants set.

using the delay-dependent expression. The paper shows that
the solution is equivalent to a maximum weight clique search
over the IDNC graph wherein the weight of each verteR. Delivery and Completion Times

reflects its corresponding user and message’s delay. Siowla - g gpsection defines two metrics, namely the completion
results show appreciable performance gain and suggesh®hat; o anq the delivery time. First defined a schedSlas a

proposed solution achieves a lower delivery and completiaR)action of message combinations to be transmitted. Kor e
times as compared to the best-known heuristic [11], [13] [1ample, Figur&ll represents a schedie:3, 4, 1} containing

for delivery time reduction. _ message combinations. Further, $ebe the set of all possible
The rest of this paper is organized as follows: The SystefRhedules.

model and problem formulation are presented in Sediibn II.

Section[Il introduces the delivery time approximation an®efinition 1 (Completion Time) The completion tim&(S)
reformulates the problem. The proposed solution is ilatett experienced after sending the scheddlds the number of
in Section[I¥. Before concluding in SectidnVI, Sectibn \Wtransmissions required to deliver all messages to all users

discusses the simulation results. The completion time reflects the minimum number of

transmissions to complete the reception of the messages by
all users, e.g., the completion time of the system and the
A. System Model and Parameters schedule illustrated in Figulé 1is However, such metric does

Consider the downlink of a radio access network with ot consider the order constraint of the messages and #us, i
single base-station (BS). The BS is required to deliver a ¥t suitable for order-constrained applications. To aotdor
M of M ordered messagﬁaﬁo a setld of U users. Each messages’ order, the delivery time is defined as follows:

user is interested in receiving all the messageﬁ/bfn order. pefinition 2 (Delivery Time) The delivery timeT,(S) of
Out-of-order decoded messages are not delivered to the'Usgfe ,,_th yser increases at each transmission by one unit for

application layer but rather stored in their buffers. Ineth g5ch yndelivered message. In other words, the delivery time
words, thej-th message, successfully received and decoded B e ases byM \ D,| = M — W! +1 at each transmission
the u-th user, is considered delivered to that user if and on : "

if all previous messagefs < j are decoded and delivered.
At each time slot, the BS broadcasts XOR combination &efinition 3 (Overall Delivery Time) The overall delivery

the source messages to the users. The transmission is tsulijge T(S) experienced after transmitting the scheddlés the

to independent erasure at the different users. jebe the sum of the delivery times of all users over all the transroissi

message erasure probability of theth user, assumed to beuntil the completion time.

perfectly known to the BS and to remain constant during

a single transmission. Each user that successfully rexei

a message sends an acknowledgment to the BS. This p oded. For example, the overall delivery time of the sgste

assumes perfect fee_dback reception t_hat can be ach|e¥ the schedule illustrated in Figlide 19isAs transmissions
through & proper choice of the modulation and frequency 8tder is of great importance, the delivery time is largely
the control channel. After each transmission, messagela«e:an(,}l :

in the following sets of each user:

II. SYSTEM MODEL AND PROBLEM FORMULATION

Before the completion timé(S).

The delivery time incorporates the messages’ order by
E‘enalizing users for each undelivered message even ifattyrre

ffected by it, e.g., while all three scheduléz @ 3,4, 1},
{2®3,1,4}, and{1,2 ® 3,4} in Figure[1 achieve an equal

1The term message, in this paper, denotes a generic packeatheepresent completlon time 0f3,. their correspondlng del'very times are
a frame from a video stream, an executable instruction, anohs 9, 7, and 10, respectively.



C. Problem Formulation Therefore, theM transmissions, required to complete the

The problem of finding the optimal schedule so as f§ception of allAMl messages by J’E?(QAETI)USGF, translate in

minimize the delivery time in an IDNC-based system can & Minimum delivery time OW_U =3 - _ "
expressed as follows: The fundamental concept in defining the delivery delay is

c(s) to measures the degradation as compared to the minimum
S* = argmin T(S) = argmin Z Z Tu(t). (1) delivery time. In other words, delivery tinig, (S) experienced
S€s SeS T el by the u-th user as a result of transmitting the schedsiles
It can readily be seen that finding the optimal schegqual to the minimum delivery timé&/, and the additional
ule, i.e., the solution to the optimization problefd (1), islelivery delayD, (S) experienced by that user from schedule
computationally intractable. Indeed, the dynamic natufe &. Therefore, the delivery time and delay satisfy the follogyi
transmissions makes the problem anti-causal as the decisguation in erasure free scenarios:
depends on future channel realizations and hence on future Tu(S) = W + Dy (S). (3)
coding opportunities. Furthermore, the optimization iy Gjven the constraint stated ifi](3), the delivery delay is
complex even for erasure free scenarios as it requires arsegfefined as follows:
for all possible patterns of lost/received messages iaguith
a complexity of orde2V™ . The authors in[[15] propose anDefinition 4 (Delivery Delay) The delivery delayD,(t, x)
SSP framework to reformulate the optimal schedule selectiéf the u-th user, at thei-th transmission, increases after the
problem [1). Given the high computational complexities deception of the message combinatienby the following
solving the SSP formulation, the characteristics of the SSpantity:
formulation are utilized to design a simple delivery time Wk —w} if Kk NW, = WP
reduction heuristic. This paper suggests a novel method for Du(t, k) = {M — W41 otherwise )
solving the optimization probleni](1) by introducing theidel “
ery delay as a measure of degradation as compared to optiman other words, the delivery delay increases Wi — W,
coding strategy. Afterward, the problem is reformulateimgs if the k-th wanted message by theth user is received.
a delivery time-delay dependent expression into a maximu@iherwise, it increases b/ — W, + 1. The following

weight clique selection problem in the IDNC graph. theorem characterizes the delivery time using a delivelsyde
dependent expression:
[1l. DELIVERY TIME REDUCTION Theorem 1. Given any scheduls, the delivery time’, (S) of

This section approximates the delivery time reduction prof1€u-th user can be approximated by the following expression
lem by introducing the delivery delay. In particular, it firsinvolving the delivery delay:

defines the delivery delay and derives an expression of the T,(S) ~ Wy + Du(S) )

delivery time involving the delivery delay. It, then, proges “ 1—p,

an anticipated version of the delivery time and approximate

the minimum delivery time problem using such delivery delay  Proof: To demonstrate the theorem, the relationship is

dependent expression. first established for an erasure free scenario, i.e., theetgl
time is shown to satisfy the constraint defined [ih (3). Such

A. Delivery Delay expression is shown while considering solely instantlyodiec
able transmissions. The delay emanating from non-instantl

The delivery delay is introduced as a measure of degraqscqqable messages is then added to validate the expression

tion as compared to the optimal coding strategy. To defiig,n,seq in[[R). Finally, the relationship is extended te th
such delay, the following lemma CharaCte”Z?S,the_m'n'muﬂhnsmissions with erasure by approximating the additiona
delivery time of user for erasure free transmissions: delivery time caused by message erasure events. A complete

Lemma 1. Given any scheduls, the minimum delivery time Proof can be found in AppendIxJA. u
W, for the u-th user is given by the following expresflon ~ The rest of this paper uses the approximation[n (5) with
_ M(M -1) equality as it indeed holds for erasure free scenarios,@srsh
L (2) in @), and for a large number of transmissions.

Proof: It can readily be seen that the minimum delivery  proplem Reformulation
time of thewu-th user is achieved by transmitting the ordered ) ) ] ) ) o
messages sequentially. Assuming an erasure free scetterio, As d'SCUSS?d n SeCth_El Il, th_e delivery time minimiza-
t-th transmission results in a successful delivery of the tion problem is computationally intractable. Thereforeist
th message and an increase Jf — ¢ in the delivery time. Subsection proposes approximating the problem by an online
optimization problem involving an anticipated version bét
2The indexu in W, is useful for studying scenarios wherein users initiallydelivery time.

hold a subset afM, e.g., index coding problern [L8]. In such configuration, the Let Tu(t) be the anticipated delivery time of theth user at
minimum delivery time is different for different users bdsen their initially

possessed packets and thiig,, in (@) is also different for different users. the.t-th tr"f‘nsmiSSion- Such quantity approximgtgs the expected
However, the rest of the analysis holds. delivery time of theu-th user at theé-th transmission and can



be defined as follows: 1300

W+ Dy(t)

Tut) = —7—— (6) ¥
1—py, a)
where D, (t) is the cumulative delivery delay experienced .§12°°’ ,
by the u-th user from the first until the-th transmission. >visol s
It can be seen that the anticipated delivery tiffig(t) is g
equal to the individual delivery timé&,(S) if the u-th user glloof

does not experience any additional delivery delay in future ¢ |

ot 9 os0f —e— Completion Time
transmissions.

—k— Maximum Clique

@

. . Lo . o

This subsection, now, proposes approximating the delivery gmoo —v—SSP-H
time reduction problenf{{1) by the following online optimiza 5 —a— Min-ADT
tion problem over the message combination 950
K* =arg min Tu(t, k), @) 900 i ; ‘ ‘ j j i
REPM) et B % Numberdtusersu 0 ®
WhereP(M) represents the power-set of the set of messaq'-?gs. 2. Average delivery time versus the number of udérfor a network
M. composed of\/ = 30 messages and an average erasure probability 0.25.
IV. PROPOSEDSOLUTION Proof: To show this theorem, the optimal message combi-

This section suggests finding the optimal message combationx is first expressed as a function of the targeted users.
nation that minimizes the expected delivery time, i.e.jranl Afterward, using the bijection between the set of maximal
delivery time reduction probleni](7). To represent, in oneliques in the IDNC graph and the set of message combina-
unified framework, all possible message combinations aed tlions and targeted users, the message selection is exgpresse
users to whom each message combination is intended, thésa maximal clique search over the graph. To conclude the
section first presents the IDNC graph. Afterward, the optproof, the weight of the vertices is demonstrated to reprtese
mization problem[{7) is reformulated as a maximum weighhe objective function of({7). A complete proof can be found
clique selection problem wherein the weight of each ventex in Appendix(B. [ ]
the IDNC graph represents the delivery delay of its user and
message combination. V. SIMULATION RESULTS

The IDNC graphG(V,£) is a tool introduced in[[19] to  This section presents the simulation results assessing the
represent all feasible message combinations and the USSEormance of the proposed solution, denotednigimum
to whom the transmission is instantly decodable. The set é\';erage delivery timéMin-ADT), in the downlink of a radio
vertices is constructed by generating a vertex 1 for each access network. A large number of iteration is performed
couple of user and wanted message, i.e., a Vengx iS  and the mean value of the delivery time, denoted by average
produced for each user < U/ and wanted message € W..  delivery time, is presented. The number of users, messages,
An edgee € £ is generated for each two vertices,, and ang erasure probabilities are variable in the simulatioms s
vw'm: When the combination of the messagesand m’ is 55 to show the performance of the different algorithms in
instantly decodable to both usessand«’. From the instant \,5rious scenarios. The proposed solution is compared, in

decodability constraint of IDNC, it can readily be seen tal  orms of delivery and completion times, against the folkayi
verticeswv,,,, andwv,,,,» are adjacent if one of the following algorithms:

two options Is true: The delivery time reduction algorithm introduced [in[15].

- m =m': The same message is requested by two different The heuristic scheme, denoted by “SSP-H”, is based on
users and thus the combination is instantly decodable for he properties of the SSP formulation.

both users. ) ) « The completion time reduction algorithm introduced in
e meHy andm’ e Hu/: Both usersu andu’ can XOR [11]. The heuristic reduces the completion time while
the combinationn & m' to retrieve the messages and ignoring the messages’ order in the selection process.

m’, respectively. « The maximum clique selection algorithm introduced in
Given the IDNC graph formulation above, the following the-  [13]. The algorithm selects the maximum clique over the
orem characterizes the solution to the delivery time redaoct IDNC graph and targets the maximum number of users
problem [T): with a new message for each transmission.

Theorem 2. The optimal message combination the base- Fig.urem illustrates the delivery time achieved by the vasio
station can generate at theth transmission so as to reduce|gorithms versus the number of uséfsfor a network com-
the anticipated delivery time proposed i (7) is the maximurR0Sed ofM = 30 messages and an average erasure probability
weight clique in the IDNC graph wherein the weight of 4 = 0.25. The figure suggests that the proposed solution

verteXvy,, is defined by: largely outperforms the three other schemes by achieving a
M—m+1 smaller delivery time. In other words, the proposed sotutio
w(vym) = (8) achieves quickly in-order message delivery to the apptinat

1-— .
Pu layers of the users. For a fixed number of messages, the
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Fig. 3. Average delivery time versus the number of messagedor a Fig. 5. Average completion time versus the number of usefsr a network
network composed o/ = 30 users and an average erasure probabifiity-  composed of\/ = 30 messages and an average erasure probability 0.25.
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probability increases. This can be explained by the fadt #sa
the erasure probability increases, the estimation of theestg
time becomes more accurate. In fact, as shown in Theblem 2,
the delivery time is approximated using the average number
of erased transmissions. For large erasure probabilgisash
approximation holds by the law of large number, resulting in
a better performance of the proposed solution as compare to
other schemes.

Finally, Figure[® presents the completion time achieved
by different algorithms against the number of uséfsfor
a network composed o/ = 30 messages and an average
erasure probability? = 0.25. As explained in Sectio]ll,
the completion time reflects the minimum number of trans-

1400

n
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o

Average Delivery Time

600 -

400

0 0.05 0.1 0.15 0.2 0.25 0.3
Average Message Erasure Probability P missions so as to complete the reception of all messages to
Fig. 4. Average delivery time versus the erasure probgibifitfor a network ~ all users regardless of the messages’ order. The figurdyclear
composed of/ = 30 users andV/ = 30 messages. shows that the proposed solution, unlike SSP-H, presents a

reasonable degradation in the completion time againsteke b

performance of the proposed algorithm degrades as the mumlf¥Wn completion time reduction heuristic while presegvin
of users increases. This can be explained by the fact tl’i_'&? beneﬂtg of the delivery time reduction. The_ completlon
the delivery time approximation becomes less accurate g€ reduction performance of the proposed solution isetjos
the number of users increases in the network. As both tfjated to the Maximum Clique algorithm that serves the
completion time algorithm and the maximum clique solutioROSSiPI€ largest number of users with any new message in each
do not consider the messages’ order in the selection procd&nsmission. In fact, the proposed solution, while redgche
they poorly perform in reducing the delivery time. delivery time, targets a large number of users.
Figure [3 depicts the delivery time performances of the
different algorithms versus the number of messagésor VI. CONCLUSION
a network composed df = 30 users and an average erasure Consider a radio access network wherein a base-station
probability P = 0.25. The proposed solution achieves ds required to deliver a set of order-constrained messages
lower delivery time for all number of messages. Moreoves, tho a set of users over independent erasure channels. This
performance gap increases as the total number of messaggsaiper proposes a novel method for solving the delivery time
the network increases. This can be explained by the fact thatluction problem for order-constrained applicationsngsi
as the number of messages increases, the coding oppa@sunitistantly decodable network coding. The notion of delivery
generally increases. Such coding opportunities come iarfawlelay is introduced as a measure of degradation against the
of the proposed solution as it efficiently selects the messagptimal coding strategy in an erasure free scenario. The
combination by incorporating the delivery delay in the verelivery time is, then, approximated by an anticipated ioers
tices’ weigh as expressed| (8). that incorporates the delivery delay. The delivery timeured
Figure[4 shows the delivery time against different averagien problem is reformulated using the delivery time-delay
erasure probabilities for a network composed/of= 30 users dependent expression and shown to be equivalent to a maxi-
and M = 30 messages. As expected, the proposed solutioum weight cliqgue selection problem over the IDNC graph.
outperforms other three algorithms, especially as theueeasSimulation results show that the proposed solution pravide



an appreciable performance as compared to the best-knawentaining all instantly decodable transmissions for it
delivery time reduction heuristic. In addition to deliveigne user and the seconsl containing all non-instantly decodable
reduction benefit, the results further suggest that theqmeg transmissions for that user. From the previous analys[A.)(
solution achieves a tolerable completion time degradadi®n and [A2), the delivery time of the-th user can be written as
compared to the best-known order unconstrained completimfiows:

time reduction heuristic. Tu(S) = Tu(Sy) + Tu(Ss)

= Wu + Du(Sp) + Tu(Ss)

=Wu+Du(Sp)+ Y M-Wit)+1. (Ad)

. . teS,

_ The proof of this theorem goes as follows. The delivery Gjyen that all transmission ifi, are non-instantly decodable
time-delay expression is first derived for erasure free &een¢y; the 4-th user. the first wanted messagjél (¢) remains
ios. In other words, the relationship is first established f%nchanged in each of those transmissions. Therefore. & ea

pu =0, YV u € U. Afterward, the relationship is extended,sn_instantly decodable message combinatipite following
to transmissions with erasure by approximating the aduiio equality holds:M — W (t) + 1 = D,(t, x). With this result

delivery time resultinEI from message erasures. The dglivgfo delivery time of theu-th user can be defined as:
time-delay expressionl(3) is demonstrated for a speciadch =

ule containing solely instantly decodable messages. IFingl Tu(S) = Wu+ Du(Sp) + Z Du(t, )

is extended to an arbitrary schedule by adding delay caused — ress

by non-instantly decodable transmissions. - z“ + Du(Sp) + Du(Ss)

Let S be a special transmission schedule containing only =Wy + Dy(S). (A.5)
instantly decodable messages for thth user. Therefore, each  Having established the expression given[ih (3), the armlysi
transmission brings a new message to the user. Given thatigh@ow extended to the message erasure scenarios by approx-
user wants)M messages, it can easily be concluded that th@ating the delivery delay caused from all erased messages
scheduleS contains} transmissions. Hence, the schedule ¢ scheduleS. For a schedules, let £.(S) be the additional
a permutation of thelM messages. From its definition, thedelivery time caused by the erased messages ai-theuser.
delivery time of theu-th user can be expressed as follows: Now, the delivery time is defined in terms of the minimum

APPENDIXA
PROOF OFTHEOREM[]

M-1 . delivery time, the delivery delay, and the erased transamss
Tu(S) =Y (M-Wi(t)+1), (A1) as follows:
t=1

where W/l (t) is the first wanted message by theth user at Tu(8) = Wu + Du(S) + £u(S) (A.6)

the t-th transmission. Note that the last transmission in thelet X.(t) be a Bernoulli random variable indicating
scheduleS brings the last instantly decodable message for th&w(t) = 1) that thei-th transmission is erased at theth

u-th user. Therefore, the user does not experience any delivéser. The additional delivery time caused by erased message

time increase in the last transmission. in scheduleS can be expressed as:
Letx(t) € M be the message of theh transmission. From Is1-1 L
the analysis above, it can be concluded {hf , «(t) = M. Eu() = Y (M=Wi(H)+1)Xu(). (A7)
; . . T P
:;3?g?g?b%i;il;\;ergszirgrer of the-th user in[A1) is given Similar to the expression if_(A.1), the last transmission is
M1 ' instantly decodable for the-th user and thus, no delivery time
T, (S) = Z (M — W) + 1+ k(1) — ,{(t)) increase occurs from that transmission. The expected lue
P the additional delivery delay caused by erased messagks at t
M—1 M—1 u-th user is: S
= M —k(t)+1 K(t) — Wht)). -
2y O 2 (0 =) EIE,(S)] = EL Y (M = W () + DX,(0)
(A.2) t=1
The first term in [AR2) represents the minimum delivery 511
time illustrated in LemmAl1, i.e} M " M —s(t)+1 = W,. = > (M —=W,(t) + DE[X,(t)]
Therefore, to show that the expressioh (3) holds, it is defiic t=1
to show that the second term represents the delivery delay ISI—1
D, (S). Given that all transmissions are instantly decodable in =pu Y, (M=Wi(t)+1)
the scheduleS and provided expressiohl (4), it can be inferred t=1
that () — W (t) = D.(t, x). Therefore, the delivery time of = puTu(S) (A.8)
the u-th user is: This paper proposes approximating the additional delivery
ML time (AJ) by its average value i (B.8), i.e§,(S) ~

Tu(S) = W + Z Du(t,r) = Wu+ Du(S).  (A3) E[€,(S)]. Substituting and rearranging the terms of the ex-

t=1 . . . .
Now, consider an arbitrary schedufewith both instantly pression[(A.F) gives the d§|red result:
and non-instantly decodable messages. Forutiie user, the Tu(S) ~ W, + Du(S). (A.9)

schedule can be decomposed into two schedules: theSfjrst I =pu



APPENDIXB
PROOF OFTHEOREM[Z

The steps of the proof are the followings. The optimal
message combinatior* is first expressed as a function of

wanted messagd/” inducing vertexv,,, is the messagen.
Therefore, the optimization problerl (8) can be expressed as

M—-—m+1
1_pu

max
ceC

Vum €

= max W (V)
ceC

Vum €C

(B.4)

the targeted users. Afterward, using the bijection betweenTherefore, the optimal message combination is the maxi-

the set of maximal cliques in the IDNC graph and the s@jum weight clique in the IDNC graph wherein the weights
of message combinations and targeted users, the messsiOgrtices are defined ifl(8).

selection is expressed as a maximal clique search over the

graph. To conclude the proof, the weight of the vertices is
demonstrated to represent the objective functioribf (7).

To begin with, note that the delivery time and the dela
experienced in the previous transmissions are not funafon
the message combination at the ¢-th transmission. Hence, [?
the optimization probleni{7) can be simplified in terms of thgg
delivery delay and the erasure probabilities as follows:

k' = arg Ken;i(r}v[) Tu(k)

1]

(4

uel
W+ Dy(t, k) + Dy(t — 1)
1 — Du

(5]
D, (t, k)

we 1 Pu [6]
Let U,, be the set of users with non-empty Wants set and
7(k) be the set of targeted users that can instantly decode

a new message from the combinatienFrom the definition

of the delivery delay in[{4), a targeted userexperiences [7]
Wk —W]! unit of delay increase, whereinis the new message
of the u-th user in the combination. A non-targeted uset
by the combination: experiences\/ — W,! + 1 unit of delay
increase. Therefore, the optimal message combinatidn.i) (B [9]
can be reformulated as follows:

(B.1)

(8]

" . Dy(t, k)
K" =arg min _— [10]
KGP(M)uGZx{ 1=pu
, Wk —w} M—-W}+1
= arg HEH;I(I}W Z —1 — Pu Z 1—py [11]
ueT(K) weU,\7(K)
M — W& +1 Wf — W&
I SV 2. T Pu > T Pu [12]
ueT(K) weT(K)
M —Wk4+1
= arg max SEE B.2) [13]
gneP(M) u;ﬁ) 1—pa (B2

According to the analysis performed ih_[13], there exists
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