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Abstract—We study a mobility prediction based proactive
wireless caching scheme for two-tier cellular networks consisting
of a base station (BS) tier and a device-to-device (D2D) tier.
Two scenarios are considered: popular contents cached only at
BSs, and popular contents cached at both BSs and MTs. We
model user mobility as a Markov renewal process to predict user
moving paths and residence time. Then we analyse the hit-rate
performance to evaluate the presented schemes. By formulating
content placement to maximize the hit-rate as optimization
problems, we provide the optimal solution for the first scenario
and develop a greedy mobility prediction based proactive wireless
caching (MPPC) scheme for the second. Through analysis we

show that the hit-rate achieved by MPPC is at least
exp(1)−1
exp(1)

of

the optimal hit-rate. The numeric results show that the MPPC
can dramatically improve the hit-rate performance, compared
with random caching and most popular caching (MPC) schemes.
We show that the hit-rate achieved by MPPC outperformances
MPC by 26% at most when MTs are not able to cache. Besides
we present the impact of the moving speed on the hit-rate
performance of MPPC for MTs.

Index Terms—Proactive caching; mobility prediction; device-
to-device communications

I. INTRODUCTION

As one promising technology for the fifth-generation (5G)

wireless networks and beyond, proactive caching can alleviate

the heavy burdens on backhual links and reduce service delay,

by proactively storing popular contents at base stations (BSs)

and mobile terminals (MTs) [1]–[3]. User mobility is an

important factor affecting popular content caching, which has

attracted research attentions recently. In [4], a general frame-

work on mobility-aware caching in content-centric wireless

networks, was presented. In [5], [6], a storage allocation

scheme for wireless caching in a two-tier heterogeneous

network (HetNet) was studied, to minimize the probability of

using macro BSs for content delivery, by taking user mobility

into account. In [7], groups of mobile devices collaborate to

exchange contents via BS assisted D2D communications, was

studied. Deterministic and random caching strategies at MTs

are analysed, and it is shown that the latter may be more

realistic in networks with MT mobility. The effect of user

mobility on the coverage probability of D2D networks with

distributed caching, was studied in [8]. Finally in [9], the inter-

contact time between MTs was considered, and a mobility-

aware caching strategy was studied to maximize the percentage

of requested data that can be delivered via D2D links.

Since MTs may move around, the design of proactive

caching schemes for BSs and MTs should take both resi-

dence time and moving path into account, which however

have not been fully explored in aforementioned works when

studying the impact of user mobility on the performance of

proactive caching. Therefore, we consider these two factors

during user mobility, and study proactive wireless caching

schemes for a two-tier cellular network. First, we model user

mobility as a Markov renewal process to predict moving

patterns, which consists of possible MT moving paths and

corresponding residence time. Then for the scenario of caching

at BSs, we present the optimal proactive caching scheme,

by formulating the maximum hit-rate problem. Finally, we

approximate user mobility through a temporal-spatial vector,

and developed a heuristic algorithm mobility prediction based

proactive caching (MPPC) to solve the maximum hit-rate

problem for the scenario of caching at both BSs and MTs. The

algorithm complexity and performance of MPPC are analyzed.

The rest of this paper is organized as follows. We present the

system model of mobility prediction based proactive wireless

caching in Section II. The optimal scheme and performance

analysis under caching at BSs and caching at both BSs and

MTs are studied in Sections III and IV, respectively. Numerical

results are given to evaluate the performance of proposed

proactive wireless caching schemes in Section V, followed by

conclusions in Section VI.

II. SYSTEM MODEL

Fig. 1 illustrates the system model of mobility prediction

based proactive wireless caching, which consists of one central

controller (CC), one BS tier and one D2D tier. The BS set is

represented by M = {1, 2, ...,M}, while N = {1, 2, ..., N}
is for the MT set, and the content set is F = {1, 2, ..., F}
respectively, where M,N,F ∈ Z

+. BS m is equipped with

caching unit which can store ϑm(∈ Z) popular contents from

F , while MT n has a storage capacity ϑ†n(∈ Z). Without loss

of generality, we assume that contents cannot be partitioned

and must be stored as a whole at each BS and MT. Further-

more, we assume that the CC knows content preferences for

all MTs.

Time is divided into multiple slots and each time slot is

represented by T . The content preference for MT n ∈ N is

pn ∈ R
F×1. During time duration T , MT n requests contents

drawn from pn with a request arrival rate, which follows

a Poisson distribution with mean λn. During time slot T ,

MTs may move from one BS to another. This leads to the

uncertainty on where user request contents. To improve the

hit-rate performance of requesting contents, the CC needs to
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Fig. 1: System model of proactive wireless caching based on

mobility prediction.

predict MT mobility to determine optimal content placements.

Denote S ∈ {0, 1}M×F as the content placement at BSs,

where the element Sm,f = 1 means that the content f is

stored at BS m during T , while Sm,f = 0 is for the case that

content f is not available at BS m. In the same way, content

placement at MTs is represented by S† ∈ {0, 1}N×F . The

mobility prediction and proactive caching are accomplished

at the beginning of T . We consider that the MT is associ-

ated to the nearest BS. Besides, the contents can be shared

among MTs through D2D communications or relay assisted

communications. We model MT n mobility as Markov renewal

process [10], {(Xn
i , T

n
i ) : i ≥ 0}, to predict the moving path

and the residence time at each BS, where T n
i is the time instant

of the i-th transition (T n
0 = 0) and Xn

i ∈ M is the state at

the i-th transition. The transition probability of the embedded

Markov chain for MT n is P n ∈ R
M×M . Let Hn

i denote the

distribution of time that the semi-Markov process of MT n

spends in state i before making a transition. The initial state

for MT n is supposed to be Xn
0 ∈ M, and the time that MT

n has stayed at Xn
0 before T is tn0 .

III. MOBILITY PREDICTION BASED PROACTIVE WIRELESS

CACHING AT BSS

In this section, we study proactive wireless caching scheme

for the scenario that only BSs can store contents. For MT n,

since we cannot know exactly how long n will spend at state

m ∈ M within T , an efficient way to predict the residence

time is to consider the average time evaluated as

µn
m =

∫ ∞

0

xHn
m(x)dx, (1)

where Hn
m(x) is the probability density function (pdf) of the

residence time for MT n at state m. It means that MT n is

expected to make a transition, when the time duration staying

at state m exceeds µn
m.

We define the moving path set for MT n within time T as

Xn = {Xn
1 ,X

n
2 , ...,X

n
Un}(Un ≥ 1) with initial state Xn

u,0 =
Xn

0 for any u, where the u-th (1 ≤ u ≤ Un) path is X
n
u =

[Xn
u,0,X

n
u,1, ...,X

n
u,dn

u
](dnu ≥ 0). Note that MT n can be served

by the same BS more than one times in T , and hence X
n
u may

be a multiset.

Since MT n stays at Xn
0 for tn0 time, the 1-st transition for

all paths in Xn is forecasted to occur at time instant

T n
u,1 =

∫ ∞

tn
0

xHn
Xn

u,0
(x)dx. (2)

T n
u,1 is the same among all possible paths and T n

u,0 = 0.

Considering the u-th path, the instant time of the i-th transition

is predicted to be

T n
u,i = T

n
u,i−1 + µn

Xn
u,i−1

, 2 ≤ i ≤ dnu. (3)

Note that the last transition will take place before the

end of T . This indicates T n
u,dn

u−1 ≤ T . R
n
u =

{Rn
Xn

u,0
,Rn

Xn
u,1

, ...,Rn
Xn

u,dnu

} denotes the residence time for the

u-th path X
n
u. Since Rn

Xn
u,i

= T n
u,i − T

n
u,i−1(1 ≤ i ≤ dnu − 1),

and considering the content delivery time τ , the residence time

is derived as

Rn
Xn

u,i
=





[
T n
u,1 − τ

]+
0
, i = 0[

µn
Xn

u,i
− τ

]+
0
, 1 ≤ i ≤ dnu − 1

[
T −

∑dn
u−1

j=0 Rn
Xn

u,j
− τ

]+
0
, i = dnu

, (4)

where y = [a]+0 confines the value y = a when a ≥ 0, and

y = 0 while a < 0. If T n
u,1 ≥ T , there is no transition for MT

n during T then U = 1 and dnu = 0. The probability of the

moving path X
n
u for MT n within T equals to

P (Xn
u) =

dn
u−1∏

i=0

PXn
u,i

,Xn
u,i+1

. (5)

Combining (4) and (5), we can predict the average residence

time, R̄n
i , at state m during T , as

R̄n
m =

U∑

u=1

P (Xn
u)

dn
u∑

j=0

(Xn
u,j = m)Rn

Xn
u,j

, m ∈M, (6)

where {·} is the indicator function. Now we take the request

density and content preference of MT n into account. The

average hit-rate r̄nm,f that MT n requests content f at BS m

is expressed as

r̄mn,f = λnR̄
n
mpn,fSm,f , f ∈ F . (7)

Therefore, the optimal proactive caching placement at BSs

can be formulated as the following optimization problem

max
S

rhit-rate =
∑

m∈M

∑

n∈N

∑

f∈F

r̄mn,f

s.t.
∑

f∈F

Sm,f ≤ ϑm, m ∈M.
(P1)

Then, by defining weight vector as wm , [wm,1, ..., wm,F ]
where wm,f =

∑
n∈N λnR̄

n
mpn,f , we give the following

theorem to obtain the optimal solution for Problem P1.



Theorem 1. The optimal rhit-rete for Problem P1 is achieved

when BS m ∈ M stores contents greedily according to

the descending order of wm until all the caching space is

occupied.

Proof. Problem P1 is a linear programming problem and can

be divided into M sub-problems. The m-th sub-problem is

to optimize variables Sm,f (f ∈ F) with weight wm,f . It is

optimal to store the content which has larger weight. Thus

optimal rhit-rate can be achieved by storing contents according

to the descending order of wm at m ∈M.

IV. MOBILITY PREDICTION BASED PROACTIVE WIRELESS

CACHING AT BSS AND MTS

In this section, we will study the proactive wireless caching

scheme when both BSs and MTs can store contents. To utilize

the storage of MTs more efficiently and improve the hit-rate

of the whole system, the proactive caching strategy both for

BSs and MTs should be optimized.

A. Problem Formulation and Heuristic Solution

To investigate the moving pattern of MTs, we divide T into

K(∈ Z
+) equal time slices T

K
. Without loss of generality, we

choose K to satisfy K > max{dnu|1 ≤ u ≤ Un, n ∈ N}. For

the u-th (1 ≤ u ≤ Un) moving path of MT n, we introduce

a vector Vn
u to involve both temporal and spatial information

as

V
n
u =

[
Vn
u,1,V

n
u,2, ...,V

n
u,K

]
, (8)

where Vn
u,k ∈ M(1 ≤ k ≤ K). If MT n stays at state m at

the end of the k-th time slice, then we denote Vn
u,k = m. It is

clear that Vn
u is an expansion of Xn

u on the time horizon. Vn
u

and X
n
u consist of same elements with different dimensions.

To determine V
n
u, we should derive the discrete representation

K
n
u = [Kn

u,0, ...,K
n
u,dn

u+1] of transition time for path u. We set

Kn
u,0 = 0 and Kn

u,dn
u+1 = K,

Kn
u,i ,

⌊
K

T
T n
u,i +

1

2

⌋
, 0 ≤ i ≤ dnu. (9)

Taking the content delivery time τ into account, we define the

feasible discrete transition time as

K̃n
u,i ,

⌊
K

T

[
T n
u,i −min{τ, T n

u,i − T
n
u,i−1}

]+
0
+

1

2

⌋
,

1 ≤ i ≤ dnu.

(10)

Then with (9) and (10), the element of V
n
u can be evaluated

as

Vn
u,k =

{
Xn

u,i−1, Kn
u,i−1 + 1 ≤ k ≤ K̃n

u,i

0, K̃n
u,i + 1 ≤ k ≤ Kn

u,i

, 1 ≤ i ≤ dnu+1.

(11)

The derivation of V
n
u is shown in Fig. 2. Thus we have

obtained V
n
u, which is an approximated description of the

moving path u for MT n. Since T is divided into K slices,

Kn
u,i and K̃n

u,i are not the actual transition time. The accuracy

of V
n
u representing path u can be enhanced by enlarging K.

However this will increase the dimension of Vn
u, and leads to

high computation complexity.
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Fig. 2: The hit-rate comparison between proposed solutions

and MPC and RC schemes where γ = 0.9.

Considering the contents cached at BSs and local storage

of MT n, and defining S0,f , 0(f ∈ F), the hit-rate of MT

n requesting content f in the k-th time slice can be evaluated

as

r̄kn,f = λn

T

K
pn,f

U1∑

u1=1

...

UN∑

uN=1

∏

i∈N

P (ui)

max

{
S
†
n,f︸︷︷︸

local

, SVn
un,k

,f
︸ ︷︷ ︸

BS

, {Vj

uj ,k
= Vn

un,k}S
†
j,f︸ ︷︷ ︸

MT

|j ∈ N\n

}
,

(12)

where the set N\n includes the elements in N except MT n.

The optimal proactive wireless caching is to optimize con-

tent placement to achieve the maximum total hit-rate. Thus,

we formulate the maximum total hit-rate problem as

max
S

rhit-rate =
∑

n∈N

∑

f∈F

K∑

k=1

r̄kn,f

s.t.
∑

f∈F

Sm,f ≤ ϑm, m ∈M,

∑

f∈F

S
†
n,f ≤ ϑ†n, n ∈ N .

(P2)

We will solve P2 in a heuristic way. To combine the proactive

caching for BSs and MTs, we combine N and M into a node

set N̂ = {1, ..., N,N + 1, ..., N + M}. This is because BSs

can be seen as a special type of MTs which neither request

nor move in T . Hence for the nodes N + 1 ≤ n ≤ N + M

which represent BSs, we denote λn = 0, pn = 0, Un = 1,

V
n
u = (n−N) · 11×K , P (Un) = 1, storage capacity as ϑ†n =

ϑn−N , and content placement as S†n. We first calculate the

contact time Cn,i of MT n and node i ∈ N̂\n, which is the

time duration that they spend at the same states

Cn,i =
Un∑

un=1

Ui∑

ui=1

P (un)P (ui)
T

K

(
V

n
un ⊕ V

i
ui

) (
V

n
un ⊕ V

i
ui

)T
,

(13)

where AT is the transpose of A, and x⊕y is the exclusive-or

(EOR) operation of vector x and y. The elements of x and y



need not necessarily to be 0 or 1, and (x⊕y)(x⊕y)T counts

the same elements from x,y. By denoting Cn,n = T (n ∈ N̂ ),
we define the utility function of caching content f at node

n ∈ N̂ with respect to all the other MTs as

U(n, f) =
(
1− S

†
n,f

) ∑

i∈N

λipi,fCn,i
(
1− S

†
i,f

)
. (14)

Based on this utility function, we develop a greedy algorithm

shown in Algorithm 1 to determine the proactive caching

strategy S† ∈ {0, 1}(N+M)×F .

Algorithm 1: Mobility prediction based proactive wireless

caching at BSs and MTs (MPPC)

Input: {λn,pn, ϑ
†
n|n ∈ N̂}, {Ci,j |i 6= j, i, j ∈ N̂}.

1: Initialization: S† ← 0(N+M)×F , ϑ̂
† ← 01×(N+M),

calculate {U(n, f)|n ∈ N̂ , f ∈ F} according to (14).

2: while ϑ† − ϑ̂† 6= 0 do

3: (n∗, f∗) = argmaxn,f U(n, f);
4: if U(n∗, f∗) = 0 then

5: break;

6: else if ϑ̂
†
n∗ < ϑ

†
n∗ then

7: S
†
n∗,f∗ ← 1; ϑ̂

†
n∗ ← ϑ̂

†
n∗ + 1;

8: Update {U{n, f∗}|n ∈ N̂};
9: else if ϑ̂

†
n∗ = ϑ

†
n∗ then

10: U(n∗, :)← 01×F ;

11: end if

12: end while

Output: S†.

B. Analysis of MPPC

In MPPC, we choose to store content f∗ at node n∗

at each iteration, which has the largest utility, if node n∗

still has available storage capacity. The complexity of the

initialization step of Algorithm 1 is assumed to be O(1).
Considering the worst case for the sorting and updating

operation, the complexity of MPPC can be evaluated as

O(1+
∑

n∈N̂ ϑ†n[(N+M)F log(N+M)F+(2+N+M)]) ≈
O(

∑
n∈N̂ ϑ†n(N +M)F log(N +M)F ).

For problem P2, the greedy algorithm MPPC provides an

effective solution.

Theorem 2. When K →∞, denote the optimal hit-rate of P2

as r∗, and the hit-rate obtained by MPPC as r, then we have

r

r∗
≥

exp(1)− 1

exp(1)
. (15)

Proof. The hit-rate rhit-rate in P2 is a function of content

placement strategy E , {en,f |Sn,f = 1, n ∈ N̂ , f ∈ F},
which is denoted as rhit-rate = r(E). Now consider any two

caching stratgies E1 and E2 satisfying E1 ⊆ E2 ⊆ Ef , where

Ef , {en,f |n ∈ N̂ , f ∈ F}. Adding the content j ∈ Ef−E2

to both E1 and E2, the total hit-rate have

r(E1 ∪ {j})− r(E1) ≥ r(E2 ∪ {j})− r(E2). (16)

This is because adding the content j may serve more MT

requests when fewer contents have been stored. Thus the hit-

rate r is a submodular set function. When K →∞, the contact

time of (13) is accurate. Besides in each iteration of MPPC,

the content which can increase the hit-rate most is stored.

Hence from the results in [11], we can conclude that the greedy

MPPC can achieve an approximation as

r

r∗
≥

exp(1)− 1

exp(1)
. (17)

Besides, the proposed MPPC can also be applied to solving

problem P1.

Corollary 1. Setting ϑ†n = 0(1 ≤ n ≤ N) and K → ∞ in

MPPC, an optimal hit-rate, same as that achieved in Theorem

1, will be obtained.

Proof. While ϑ†n = 0(1 ≤ n ≤ N), the outcome of Algorithm

1 is the content placement for BSsM. Besides when K →∞,

the contact time of (13) for n ∈ N and i ∈M will be the same

as that of (4). From Theorem 1, the optimal content placement

for BS m ∈ M is to store contents greedily according to

weights wm. Hence the greedy algorithm MPPC will achieve

the optimal hit-rate.

V. NUMERICAL RESULTS

In this section, we will illustrate the numerical results of

the presented schemes and give discussions in detail. Most

popular caching (MPC) and random caching (RC) [4] are

chosen as benchmarks. For MPC, the CC does not consider

the movement of MTs. The weight for content f seen by BS

m is ŵm,f =
∑

n∈N ✶{Xn
0 = m}λnTpn,f , f ∈ F . Then, the

BS m caches contents according to the descending order of

ŵ until all caching capacity is occupied. While MT n caches

contents greedily following the descending order of pn. For

RC, contents cached at BSs are chosen randomly, as well as

MTs.

In our simulation setup, the number of BSs is fixed to

M = 4, the contents is fixed to F = 100, and the amount

of MTs is N = 10. We normalize the length of each content

as l = 1. The storage capacity for different BSs are the same

as ϑ. Besides different MT has unique storage capacity ϑ†. We

generate the vector pn to follow a Zip-f like distribution [12],

where the shape parameter γ among MTs is the same. The

time duration is set to T = 10 min and K = 100. While the

transmission time of requested contents is τ = 0.1 min. The

distribution of residence time for each MT follows uniform

distribution. The request density λn, initial state Xn
0 and time

tn0 are generated randomly for MT n, as well as the embedded

Markov chain P n.

A. Hit-rate Comparison

Fig. 3 shows the hit-rate for the presented schemes, MPC,

and RC. The results show that the hit-rate increases with

enlarging BS storage capacity ϑ. Meanwhile, for fixed ϑ, the

hit-rate also increases with ϑ† due to content sharing through

D2D communications. The hit-rate achieved by caching at

both BSs and MTs is better than that of MPC and RC. This

is because user mobility is taken into account when the CC

determines the proactive caching scheme for BSs and MTs.
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Besides when ϑ† = 0, the hit-rate obtained by proposed MPPC

is the same as that of Th. 1, as shown by Corollary 1.

In Fig. 4, we compare the hit-rate gain for the scheme

that caches contents at both BSs and MTs, and MPC, with

different shape parameter γ. The hit-rate gain is defined as

GMPPC, MPC
hit-rate =

rMPPC
hit-rate−rMPC

hit-rate

rMPPC
hit-rate

. We can observe that when the

shape parameter γ = 0.9 and ϑ = 0, the hit-rate gain will

increase sharply at the low ϑ region and then keeps at the same

level at the medium and high region. However a larger capacity

ϑ† does not necessarily guarantee a better hit-rate gain. We

show that the hit-rate gain of ϑ† = 2 is higher than that of

ϑ† = 4. This demonstrates that the benefit of proactive caching

involving MT mobility will decay with growing ϑ†. When the

shape parameter gets to γ = 1.2, the popular contents become

more deterministic. While MT caching is enable, the hit-rate

gain is larger than that of γ = 0.9, since more requests can be
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Fig. 5: Hit rate for MT n with different contact time, where

γ = 0.9 and ϑ† = 0.

satisfied when the storage capacity of the BS keeps the same.

But with growing ϑ†, the hit-rate gain shows a similar trends

with that of γ = 0.9. The difference is that for fixed ϑ† > 0,

the hit-rate gain of γ = 1.2 is smaller than that of γ = 0.9.

B. Impact of the Mobility Speed

To invesitgate the impact of mobility speed on the hit-rate,

we define the speed of MT based on its moving pattern. From

(4) it can be concluded that the faster MT n(∈ N ) moves,

the shorter contact time
∑

m∈M R̄n
m it has with BSs in set

M. Here we do not consider the impact of relative moving

speed between MTs. Fig. 5 shows the hit-rate of MT n while

MTs are not able to cache. As the speed of n increases, which

subsequently decreases the contact time with BSs, the hit-rate

performance of MT n degrades. The first reason is that as

the contact time of MT n decreases, the content preference of

MT n has less impact on the caching decision of BSs. Hence

the probability of popular contents for MT n available at BSs

is reduced. Besides from (7), the times for MT n receiving

requested contents successfully from BSs reduces when the

moving speed of MT n increases.

VI. CONCLUSIONS

We studied the proactive wireless caching schemes for two-

tier cellular networks, by taking user mobility into account. We

modeled user mobility as a Markov renewal process to predict

user moving path and residence time. Then, we considered

caching only at BSs and caching at both BSs and MTs, and

formulated the optimal content placements as maximizing hit-

rate optimization problems. Furthermore, we developed the

optimal solution and heuristc algorithm for these two problems

respectively. Finally, numerical results show that the proposed

mobility prediction based proactive wireless caching scheme

(MPPC) can significantly improve the hit-rate. Besides we

show that the hit-rate performance for an MT achieved by

MPPC degrades with increasing moving speed.
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