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Abstract—In this paper, we focus on the sum-rate optimiza-
tion in a multi-user millimeter-wave (mmWave) system with
distributed intelligent reflecting surfaces (D-IRSs), where a base
station (BS) communicates with users via multiple IRSs. The BS
transmit beamforming, IRS switch vector, and phase shifts of
the IRS are jointly optimized to maximize the sum-rate under
minimum user rate, unit-modulus, and transmit power con-
straints. To solve the resulting non-convex optimization problem,
we develop an efficient alternating optimization (AO) algorithm.
Specifically, the non-convex problem is converted into three
subproblems, which are solved alternatively. The solution to
transmit beamforming at the BS and the phase shifts at the
IRS are derived by using the successive convex approximation
(SCA)-based algorithm, and a greedy algorithm is proposed to
design the IRS switch vector. The complexity of the proposed AO
algorithm is analyzed theoretically. Numerical results show that
the D-IRSs-aided scheme can significantly improve the sum-rate
and energy efficiency performance.

Index Terms—Millimeter-wave, distributed intelligent reflect-
ing surfaces, sum-rate, alternating optimization.

I. INTRODUCTION

Millimeter-wave (mmWave) is widely acknowledged as

a promising technology for the fifth-generation (5G) com-

munications, which can achieve ultra-high data-rate [1]–[5].

However, the high path loss and severe blockages in mmWave

bands greatly degrades the quality of service (QoS) [6].

The intelligent reflecting surface (IRS) technology has been

recently investigated for overcoming the serious path loss

and enhancing the data-rate [7]. Specifically, IRS is a planar

metasurface consisting of a large number of passive reflecting

elements, each of which is able to reflect the incident signals

with a desired phase shift [8]. By adaptively altering the

propagation of the reflected signal, the IRS is capable of

improving the received signal power via constructive signal

combination and destructive interference mitigation at the

receivers, thereby enhancing the system performance.

This work was supported in part by the Guangdong province Key Project
of science and Technology (2018B010115001), the National Natural Science
Foundation of China (NSFC) under Grant 91938202 and 61871070, and the
Defense Industrial Technology Development Program (JCKY2016204A603).
The corresponding author is Ning Wei.

Various studies over the transmit beamforming and phase

shifts of the IRS design for IRS-aided wireless systems have

been increasingly made [8]–[11]. In [8], the transmit beam-

forming at the base station (BS) and the phase shifts at the

IRS have been jointly designed to maximize the achievable

sum-rate. In [9], an IRS-aided multi-user multiple-input single-

output (MISO) system has been studied, where the phase

shift matrix and transmit beamforming were jointly optimized

by semidefinite relaxation and alternating optimization tech-

niques. In [10], the authors studied for a single-user IRS-

aided MISO system, and a dual decomposition and price-based

method are used to maximize the weighted sum-rate. In [11],

a sum-rate maximization problem has been studied, where

manifold optimization algorithm was adopted for designing

phase shifts of the IRS. However, these works are mainly

oriented to the microwave communications, while mmWave

systems with multiple IRSs have still been unexplored.

These unsolved problems motivate us to investigate the sum-

rate optimization problem in a multi-user mmWave system

assisted by distributed IRSs (D-IRSs). To be specific, the key

idea of the proposed alternating optimization (AO) scheme

is to jointly optimize the phase shiftsat the IRS, the switch

vector at the IRS and the transmit beamforming at the BS,

subject to the constraints on the transmit power and user rate.

Due to the non-convexity of the optimization problem, we

propose a novel algorithm to maximize the sum-rate for a D-

IRSs aided multi-user MISO system, referred to as the joint

beamforming, switch and phase shifts optimization algorithm.

In the proposed algorithm, the transmit beamforming is firstly

derived by the successive convex approximation (SCA) algo-

rithm, then which is also used to obtain the phase shift matrix

at the IRS. For the design of the IRS switch vector, a greedy

algorithm is exploited.Finally, we demonstrate from numerical

results that the proposed algorithm can achieve high sum-rate

while improving the energy efficiency.

II. SYSTEM MODEL

Consider the system model in Fig. 1, where a Nt-antenna

BS transmits signals to K single-antenna users. This commu-

nication is aided by L IRS units, where each IRS comprises

1
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Fig. 1. System model for mmWave communication system

with D-IRSs.

Nr reflecting elements being able to reflect the incident signal

independently with an adjustable phase shift. In this paper, we

assume that the direct link between the BS and each user is

blocked by obstacles. Also, L IRSs are assumed to be deployed

on high buildings around the users. Thus, the BS-IRS channel

is dominated by the line of sight (LoS) path, which can be

expressed as

Gl =

√

1

βl

αlab
H , (1)

where βl is the large-scale fading coefficient for the lth path,

and αl ∼ CN (0, 1) is the small-scale fading coefficient. b ∈
CNt×1 and a ∈ CNr×1 are the array response vector at the

BS and IRS, respectively. The channel from the lth IRS to the

kth user is expressed as

hkl =

√

1

(βklLkl)

∑Lkl−1

L=0
αklakl, (2)

where βkl and αkl ∼ CN (0, 1) are similarly defined as that

in (1). Lkl is the number of paths from the lth IRS to the kth

user, akl is the transmit array steering vector at the IRS. In

this work, the channel state information (CSI) is assumed to

be perfectly known at BS.

In the D-IRSs-aided mmWave system, The received signal

at the kth user can be written as

yk =
∑L

l=1
xlh

H
klΘlGlwksk +

∑K

i6=k

∑L

l=1
xlh

H
klΘlGlwi

si + nk, (3)

where s = [s1, . . . , sK ] ∈ CK×1 is the transmit signal, satisfy-

ing E{sksHk } = 1, E{sisHj } = 0, i 6= j, and nk ∼ CN (0, σ2
k)

is the noise vector. Θl = diag{ejθl1 , · · · , ejθlNr } denotes the

reflecting matrix of the lth IRS. x = [x1, . . . , xL]
T is defined

as the switch vector with xl ∈ {0, 1}. xl = 1 means that the

lth IRS is active, while xl = 0 represents that the lth IRS deos

not work and consume any power.

Then, the signal to interference plus noise ratio (SINR) at

the user k can be defined as

SINRk =
|
∑L

l=1
xlh

H
klΘlGlwk|2

∑K

i6=k |
∑L

l=1
xlh

H
klΘlGlwi|2 + σ2

k

. (4)

In this paper, we aim to maximize the sum-rate by jointly

designing the phase shift matrix and the switch vector at

the IRS, and the transmit beamforming at the BS, under the

constraints of user rate and the transmit power. Therefore, the

optimization problem is formulated as

(P1) : max
{wk},{Θl},x

∑K

k=1
Rk, (5a)

s.t. Rk ≥ γk, (5b)
∑K

k=1
Tr
(

wkw
H
k

)

≤ P, (5c)

|θl,j | = 1, ∀l ∈ L, j = 1, · · · , Nr.

(5d)

xl ∈ {0, 1}, ∀l ∈ L, (5e)

where Rk = log2(1 + SINRk) is defined as the achievable

rate of the user k, P is the maximum transmit power. It is

easily find that the problem (P1) is highly non-convex due to

the non-convexity of the objective function and constraints,

which is challenging to solve.

III. SUM-RATE MAXIMIZATION VIA THE ALTERNATING

OPTIMIZATION ALGORITHM

In this section, we propose a new scheme to handle the

non-convex problem (P1). Firstly, we optimize the transmit

beamforming vector wk and the phase shift matrix Θl by

using the SCA algorithm. Then, the IRS switch vector x is

optimized via a greedy algorithm.

A. Transmit Beamforming Design

Given the phase shift matrix Θl and the IRS switch vector

x, (P1) can be rewritten as

(P2) : max
{wk}

∑K

k=1
Rk, (6a)

s.t. Rk ≥ γ, (6b)
∑K

k=1
Tr
(

wkw
H
k

)

≤ P. (6c)

In order to make the problem (P2) more tractable, we

introduce two new variables W k = wkw
H
k , and aH

k =
∑L

l=1
xlh

H
klΘlGl. Then, we have ‖

∑L

l=1
xlh

H
klΘlGlwk‖2 =

Tr(W kAk), and ‖
∑L

l=1
xlh

H
klΘlGlwi‖2 = Tr(W iAk),

with Ak = aka
H
k and rank(W k) = 1. Here, we exploit the

semidefinite relaxation (SDR) to drop the rank-one constraint

rank(W k) = 1. Therefore, (P2) can be expressed as

(P3) : max
{W k}

∑K

k=1
log2

(

1 +
Tr(W kAk)

∑K
i6=k Tr(W iAk) + σ2

k

)

,

(7a)

2



This paper appears in 2021 IEEE Wireless Communications and Networking Conference (WCNC 2021). Please feel free to

contact us for questions or remarks.

s.t. log2

(

1 +
Tr(W kAk)

∑K

i6=k Tr(W iAk) + σ2
k

)

≥ γ,

(7b)
∑K

k=1
Tr (W k) ≤ P, (7c)

W k � 0. (7d)

However, the problem (P3) is still non-convex due to the

non-convex objective function (7a). In order to transform (P3)

into a convex problem, we introduce new variables

epi =
∑K

k=1
Tr(W kAi) + σ2

k (8)

eqi =
∑K

k 6=i
Tr(W kAi) + σ2

k. (9)

Then, we have

(P4) : max
{W k},{pi},{qi}

∑K

i=1
log2

(

epi−qi
)

, (10a)

s.t. (pi − qi) log2(e) ≥ γ, (10b)
∑K

k=1
Tr(W kAi) + σ2

k ≥ epi ,

(10c)
∑K

k 6=i
Tr(W kAi) + σ2

k ≤ eqi ,

(10d)
∑K

k=1
Tr (W k) ≤ P,W k � 0,

(10e)

Tr(W kAi) ≥ 0. (10f)

We observe that
∑K

i=1
log2

(

epi−qi
)

=
∑K

i=1
(pi − qi) log2(e), (11)

thus, the objective function (10a) is convex.

By replacing (10c) and (10d) with (8) and (9) with, we see

that the inequalities (10c) and (10d) hold with equalities when

the solution is optimal. The main reason is that the objective

function in the problem (P4) is monotonous. In this case, we

aim to maximize epi while minimizing eqi , rather than directly

maximizing the objective function (10a).

Next, we use the successive convex approximation (SCA)

algorithm to solve the problem (P4). The first-order Taylor

expansion of eqi at the point q̄i is given by

eq̄i + eq̄i(qi − q̄i), (12)

where q̄i is feasible to the problem (P4). And the constraint

in (10d) can be rewritten as

∑K

k 6=i
Tr(W kAi) + σ2

k ≤ eq̄i + eq̄i(qi − q̄i). (13)

It is observed that (13) is convex since that (12) is linear

and convex. Then, by replacing (10d) with (13), we have

(P5) : max
W ,{pi},{qi}

∑K

i=1
log2

(

epi−qi
)

, (14a)

s.t.
∑K

k 6=i
Tr(W kAi) + σ2

k

≤ eq̄i + eq̄i(qi − q̄i), (14b)

(10b), (10c), (10e), (10f). (14c)

Note that (P5) is a convex optimization problem that can

be solved by using the convex optimization toolbox, e.g. CVX

[12].

The SCA-based algorithm for solving (P5) is summarized

in Algorithm 11.

Algorithm 1: Proposed SCA-based Algorithm for

Solving the Problem (P2).

1 Initialization: t = 0, given w0 that is satisfied

conditions, calculate q0i based on (9) and let q̄1i = q0i .

2 Repeat

3 Solve the problem in (14) to obtain the optimal

solution {W t
k} and {qti}.

4 Update q̄t+1

i = qti .

5 Set t = t+ 1.

6 Until The stopping criterion is met.

7 Output: Obtain w∗
k by decomposition of W ∗

k when

the rank(W ∗
k) = 1; otherwise the Gaussian

Randomization method is utilized to obtain a

rank-one approximation.

B. Phase Shifts Optimization

Given the beamforming vector {wk} and the IRS shift

switch vector x, the problem in (6) can be expressed as

(P6) : max
λ,{Θl}

∑K

k=1
log2(1 + λk) (15a)

s.t. λk ≤
|
∑L

l=1
h
H
klxlΘlGlwk|2

∑K

i6=k |
∑L

l=1
h
H
klxlΘlGlwi|2 + σ2

k

,

(15b)

λk ≥ 2γ − 1, (15c)

|θl,j | = 1, (15d)

where λ = [λ1, · · · , λK ]T , λi is a slack variable, ensuring

that the constraint (15b) always holds with equality for the

optimal solution.

Let uln = ejθln , ul = [ul1, · · · , ulNr
]T , and

u = [u11, · · · , u1Nr
, · · · , uLNr

, · · · , uLNr
]T . Since

xlh
H
klΘlGlwi = vH

kliul with vkli = xl(diag(h
H
kl)Glwi)

∗,

the constraint (15b) can be rewritten as

λk ≤
|vH

kku|
2

∑K

i6=k |v
H
kiu|

2 + σ2
, (16)

where vki = [vki1, · · · ,vkiL]. Then, (16) can be transformed

into

λk(
∑K

i6=k
|vH

kiu|
2 + σ2)− |vH

kku|
2 ≤ 0. (17)

1In practical mmWave systems, the transmitter is usually equipped with
the hybrid beamforming structure. After obtaining W = [w1, · · · ,wK ]
from Algorithm 1, therefore, we use OMP algorithm to design the hybrid
beamforming [13].
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Therefore, the problem (P6) can be rewritten as

(P7) : max
u,λ

∑K

k=1
log2(1 + λk), (18a)

s.t. |uln| = 1, (18b)

(15c), (17). (18c)

By introducing the penalty factor, (18) can be reformulated

as

(P8) : max
u,λ

∑K

k=1
log2(1 + λk)

+ µ
∑L

l=1

∑Nr

n=1
(|uln|

2 − 1), (19a)

s.t. |uln| ≤ 1, (19b)

(15c), (17), (19c)

where µ is a large positive constant. In order to solve the non-

convex parts in (17) and (19a), the SCA algorithm is used. The

first-order Taylor series of (19a) and (17) can be respectively

expressed as

∑K

k=1
log2(1 + λk) + µ

∑L

l=1

∑Nr

n=1
ut
ln(uln − ut

ln),

(20)

and

λk(
∑K

i6=k
|vH

kiu|
2 + σ2)− |vH

kku
t|2 − 2Re[(uH)tvkkv

H
kk

(u − u
t)] ≤ 0. (21)

With the above approximations at hand, the non-convex

problem (P8) can be rewritten as

(P9) : max
u,λ

∑K

k=1
log2(1 + λk) + µ

∑L

l=1

∑Nr

n=1
ut
ln(uln − ut

ln),

(22a)

s.t. (19b), (15c), (21). (22b)

The procedure for solving the problem (P9) is similar to

Algorithm 1.

C. IRS Switch Optimization

Given the phase shifts matrix {Θl} and the beamforming

vector {wk}, the problem (6) is a nonlinear integer optimiza-

tion problem with respect to x. Since the nonlinear integer

optimization problem is NP-hard in general, it is difficult

to obtain the globally optimal solution. Thus, we propose a

greedy method here, which is explained in Algorithm 2.

In Algorithm 2, S represents the active IRSs set, and V 0 is

initialized as the objective function. In the step 5, we deactivate

one of the IRSs and obtain a IRS shift switch vector x.

If the obtained solution x is feasible, then the value of the

objective function can be calculated based on (6a) in the step

6. Otherwise, the value of the objective function is set as 0 in

the step 7. Next, the sum-rates of the newly obtained feasible

value and the initial value are compared. Here, k 6= 0 denotes

that the sum-rate can be increased by deactivating the IRS, and

the highest sum-rate can be achieved by deactivating the IRS

Algorithm 2: Proposed Greedy Algorithm for x.

1 Initialization S = {1, · · · , L} and xl = 1, ∀l ∈ S.

2 Calculate the objective function value in (6a), which is

denoted by V0.

3 If S 6= ∅.

4 For l ∈ S.

5 Turn off the lth IRS, i.e., xl = 0, xm = 1, xn = 0,

∀m ∈ S \ {l}, n ∈ L \ S.

6 When Rk ≥ γ, ∀ k, calculate (6a), which is denoted

by Vl.

7 When Rk < γ, ∃ k, set Vl = 0.

8 End.

9 Calculate k = argmaxj∈S
⋃
{0} Vj .

10 If k 6= 0
11 Set S = S \ {k} and V0 = Vk .

12 Else

13 Break and jump to Step 16.

14 End.

15 End.

16 Output: xl = 1, xn = 0, ∀ l ∈ S, n ∈ L \ S.

k rather than any other IRSs. Then, the index k is removed

from the active IRSs set S, and the initial sum-rate valueis

updated in the step 11. And k = 0 denotes that deactivating

any IRSs will lead to a reduction in the sum-rate. In this case,

the iteration isterminated since that deactivating any IRSs does

not increase the sum-rate.

Finally, the proposed AO algorithm is summarized in Al-

gorithm 3.

Algorithm 3: Proposed AO Algorithm for Problem (5).

1 Initialization {w0
k}, x0, and {Θ0

l }.

2 Repeat

3 Solve (6) via Algorithm 1.

4 Solve (15) via SCA-based algorithm.

5 Obtain x via Algorithm 2.

6 Until the objective value (5a) converges.

7 Output: {w0
k}, x0, and {Θ0

l }.

D. Computational Complexity

According to [14], the total complexity of the SCA al-

gorithm for solving the problem in (14) is O(S1(2KN2
t +

2K)3.5 log2(
1

ǫ1
)), where S1 is the number of iterations. With

similar analysis, the total complexity of the SCA algorithm

for solving the beamforming optimization problem in (22)

is O(S2(2LNr + K)3.5 log2(
1

ǫ2
)), where ǫ1 and ǫ2 are the

accuracies of the SCA algorithm for solving problem (14)

and (22), respectively. S2 is the number of iterations. The

computation complexity of the proposed greedy algorithm for

obtaining IRS switch vector is O(L3NrNt), where L is the

number of variables, and L2 is the number of iterations for

Algorithm 2. As a result, the total complexity of the proposed

4
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JSTPO algorithm for solving problem (5) is O(TS1(2KN2
t +

2K)3.5 log2(
1

ǫ1
)+TS2(2LNr+K)3.5 log2(

1

ǫ2
)+TL3NrNt),

where T is the number of iterations for proposed AO algo-

rithm.

IV. NUMERICAL RESULTS

In this section, numerical results are provided to demon-

strate the effectiveness of the proposed scheme. As shown

in Fig. 2, it is assumed that the BS is located at (0, 0, 0).
Three IRSs are located at (0, 30, 20), (0, 60, 20), (0, 90, 20) in

meters, respectively. While three users are located at (0, 30, 0),
(0, 60, 0), and (0, 90, 0) in meters, respectively. The large-scale

fading βl and βkl are taken as β0+10c log10(d), where d is the

propagation distance of signals, and the path loss exponents of

LoS and No-LoS are respectively set as c = 2 and c = 5. In

the simulations, we set Nt = 16, Nr = 16, L = 3, β0 = 61.4
dB, and σ2

k = −100 dBm. We compare the proposed scheme

with the Single-IRS (S-IRS) scheme and all-active-IRS scheme

(D-IRSs without switch). In the S-IRS scheme, two scenarios,

i.e., the IRS locates at (0, 60, 20) and (0, 90, 20) in meters

are both considered. The number of reflecting elements of the

IRS is set as the total number of reflecting elements for all

IRSs in D-IRSs-aided mmWave system in the S-IRS scheme.

In addition, we evaluate the energy efficiency of the proposed

scheme. In this paper, the energy efficiency is defined as

ηEE =
Rsum

PW +NRFPRF +
∑L

l=1
xlNrPIRS

. (23)

where Rsum =
∑K

k=1
Rk is the sum-rate, PW =

∑K

k=1
Tr(wkw

H
k ) is the transmit power, PRF is the RF

chain power, and NrPIRS is the power consumption of each

IRS. Also, we set PRF and PIRS as 250 mW and 10 mW,

respectively [15].

The IRS locates at (0, 60, 20) and (0, 90, 20) in the S-IRS

scheme in Fig. 4(a) and Fig. 4(b), respectively. The sum-rate

versus transmit power P is shown in Fig. 4(a) and Fig. 4(b).

Based on the optimal beamformer obtained, it is easily proved

that the sum-rate is an increasing function of P . In addition, as

shown in Fig. 4(a) and Fig. 4(b), the sum-rate of the IRS-aided

mmWave system with the HBF structure is lower than the IRS-

aided mmWave system with digital beamforming (DBF). The
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reason is that the HBF obtained by using the OMP algorithm

is an approximate solution, which leads to the degradation

on the sum-rate. Thus, as P increases, the sum-rate increases

monotonously. The IRS locates at (0, 60, 20) and (0, 90, 20)
in the S-IRS scheme in Fig. 3(a) and Fig. 3(b), respectively.

Fig. 3(a) and Fig. 3(b) reveal that as reflecting elements

increase from 16 to 96, the sum-rate increases monotonously.

This is because the more reflecting elements result in sharper

reflecting beams, thereby enhancing the sum-rate. Finally,

from Fig. 3(a) and Fig. 4(b), D-IRS scheme can increase up

to 40% sum-rate compared with the mmWave system with

the S-IRS scheme, benefiting from the distributed deployment.

Compared to the mmWave system with only one IRS, the

D-RISs scheme can provide robust data-transmission since

different RISs can be deployed geometrically apart from each

other. Meanwhile, the D-RISs scheme can provide multiple

paths with low path loss for received signals, which increases

the received signal strength.

Fig. 5(a) and Fig. 5(b) show the variation of the energy effi-

ciency with the transmit power. The IRS locates at (0, 60, 20)
in the S-IRS scheme in Fig. 5(a), and the IRS locates at

(0, 60, 20) in the S-IRS scheme in Fig. 5(b). The simulation

results show that with the increase of the BS transmit power,

all the schemes increase with the increase of the transmit

power and tend to be stable. This is because energy efficiency

is not a monotonically increasing function of the transmit

power, as shown in (23). In addition, from the figure, we can

find that the energy efficiency of the proposed D-IRSs scheme

with HBF is larger than that of D-IRSs scheme with DBF,

because the HBF requires fewer RF links than DBF, which

will result in less RF power consumption. Compared with the

All-IRS-active scheme and the S-IRS scheme, the proposed

D-IRSs scheme have higher energy efficient, this is because

the switch of D-IRSs can be adjusted adaptively the number

of IRSs while increasing the sum-rate of the system, which

can reduce the energy consumption of the IRS and increase

the energy efficiency.

V. CONCLUSION

In this paper, we have investigated the sum-rate maximiza-

tion problem for a mmWave communication system with D-

IRSs. The IRS phase shifts, the transmit beamforming at the

BS, and IRS switch vector have been jointly optimized to

maximize the sum-rate, subject to the constraints on the trans-

mit power, minimum user rate, and unit-modulus constraints.

To solve this problem, we have proposed the AO algorithm

for the multi-users case. In particular, the joint design of the

transmit beamforming and phase shifts was solved by using the

SCA algorithm while the IRS switch vector was been obtained

by using the greedy method. Finally, numerical results have

shown that the proposed D-IRSs-aided scheme outperforms the

S-IRS scheme in terms of the sum-rate and energy efficiency.

REFERENCES

[1] M. Di Renzo, M. Debbah, D.-T. Phan-Huy, A. Zappone, M.-S.
Alouini, C. Yuen, V. Sciancalepore, G. C. Alexandropoulos, J. Hoydis,
H. Gacanin et al., “Smart radio environments empowered by reconfig-
urable ai meta-surfaces: An idea whose time has come,” EURASIP J.

Wireless Comm. and Networking, vol. 2019, no. 1, pp. 1–20, 2019.
[2] X. Lu, W. Yang, X. Guan, Q. Wu, and Y. Cai, “Robust and secure

beamforming for intelligent reflecting surface aided mmwave MISO
systems,” arXiv preprint arXiv:2003.11195, 2020.

[3] Z. Pi and F. Khan, “An introduction to millimeter-wave mobile broad-
band systems,” IEEE commun. Mag., vol. 49, no. 6, pp. 101–107, 2011.

[4] G. Gui, H. Sari, and E. Biglieri, “A new definition of fairness for non-
orthogonal multiple access,” IEEE Commun Lett, vol. 23, no. 7, pp.
1267–1271, 2019.

[5] G. Gui, M. Liu, F. Tang, N. Kato, and F. Adachi, “6g: Opening new
horizons for integration of comfort, security and intelligence,” IEEE

Wireless Commun, 2020.
[6] L. Dai, B. Wang, M. Peng, and S. Chen, “Hybrid precoding-based

millimeter-wave massive mimo-noma with simultaneous wireless infor-
mation and power transfer,” IEEE J. Sel. Areas Commun., vol. 37, no. 1,
pp. 131–141, 2018.

[7] Y. Cao and T. Lv, “Intelligent reflecting surface enhanced resilient
design for mec offloading over millimeter wave links,” [Online] Avail-

able:https://arxiv.org/abs/1912.06361, 2019., 2019.
[8] Q. Wu and R. Zhang, “Towards smart and reconfigurable environment:

Intelligent reflecting surface aided wireless network,” IEEE Commun.

Mag., 2019.
[9] ——, “Intelligent reflecting surface enhanced wireless network via

joint active and passive beamforming,” IEEE Trans. Wireless Commun.,
vol. 18, no. 11, pp. 5394–5409, 2019.

[10] H. Guo, Y.-C. Liang, J. Chen, and E. G. Larsson, “Weighted sum-
rate optimization for intelligent reflecting surface enhanced wireless
networks,” arXiv preprint arXiv:1905.07920, 2019.

[11] C. Pan, H. Ren, K. Wang, W. Xu, M. Elkashlan, A. Nallanathan,
and L. Hanzo, “Multicell mimo communications relying on intelligent
reflecting surfaces,” IEEE Trans. Wireless Commun., 2020.

[12] S. Boyd and L. Vandenberghe, Convex Optimization. Cambridge
university press, 2004.

[13] J. A. Tropp and A. C. Gilbert, “Signal recovery from random mea-
surements via orthogonal matching pursuit,” IEEE Trans. Inf. Theory,
vol. 53, no. 12, pp. 4655–4666, 2007.

[14] M. G. S. Boyd and Y. Ye, CVX: Matlab software for disciplined convex

programming. Stanford University Press, 2009.
[15] C. Huang, A. Zappone, G. C. Alexandropoulos, M. Debbah, and

C. Yuen, “Reconfigurable intelligent surfaces for energy efficiency in
wireless communication,” IEEE Trans. Wireless Commun., vol. 18, no. 8,
pp. 4157–4170, 2019.

6


	I Introduction
	II System Model
	III Sum-Rate Maximization Via the Alternating Optimization Algorithm
	III-A Transmit Beamforming Design
	III-B Phase Shifts Optimization
	III-C IRS Switch Optimization
	III-D Computational Complexity

	IV Numerical Results
	V Conclusion
	References

