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Abstract—A cell-free massive multiple-input multiple-output
(MIMO) uplink is investigated in this paper. We address a
power allocation design problem that considers two conflicting
metrics, namely the sum rate and fairness. Different weights
are allocated to the sum rate and fairness of the system, based
on the requirements of the mobile operator. The knowledge of
the channel statistics is exploited to optimize power allocation.
We propose to employ large scale-fading (LSF) coefficients as
the input of a twin delayed deep deterministic policy gradient
(TD3). This enables us to solve the non-convex sum rate fairness
trade-off optimization problem efficiently. Then, we exploit a
use-and-then-forget (UatF) technique, which provides a closed-
form expression for the achievable rate. The sum rate fairness
trade-off optimization problem is subsequently solved through
a sequential convex approximation (SCA) technique. Numerical
results demonstrate that the proposed algorithms outperform
conventional power control algorithms in terms of both the
sum rate and minimum user rate. Furthermore, the TD3-based
approach can increase the median of sum rate by 16%-46% and
the median of minimum user rate by 11%-60% compared to
the proposed SCA-based technique. Finally, we investigate the
complexity and convergence of the proposed scheme.

Index terms— Cell-free massive MIMO, deep reinforcement
learning, fairness, power control, sequential convex approxima-
tion.

I. INTRODUCTION

Cell-free massive multiple-input multiple-output (MIMO)
is deemed as a key promising element of next-generation
wireless networks, where a large number of access points
(APs) are randomly distributed in the coverage area [1]. In this
paper, we consider the problem of sum rate fairness trade-off
optimization in cell-free massive MIMO, which is a multi-
objective optimization (MOO) problem. First, an equivalent
single objective optimization (SOQO) problem needs to be
defined to tackle the intractability of this MOO problem [2].
Since it is impossible to obtain a closed-form expression
for the achievable rate of the system in terms of the large-
scale fading (LSF) coefficients, convex programming software
(CVX) cannot be exploited to solve the sum rate fairness
trade-off problem. In this work, we exploit the reinforcement
learning (RL) approach to tackle the non-convexity issue [3].
In [4], [5] the problem of power allocation in cell-free massive
MIMO is modeled based on centralized single-agent RL. Deep
deterministic policy gradient (DDPG) is one of the most
popular deep RL (DRL) algorithms for continuous problems
and is capable of providing promising results [6]. However,
training the DDPG algorithm can be sometimes unstable and
is largely dependent on finding accurate hyperparameters, es-
pecially when the DDPG algorithm continuously overestimates
the Q values of the critic network. Therefore, the Twin Delayed
DDPG (TD3) is proposed to tackle this issue by focusing on
reducing the overestimation bias, which is performed by using

a pair of critic networks for target policy smoothing, delayed
updates of the actor, and action noise regularisation [7]. The
main contributions of this paper include the following: (i) A
MOO problem is constructed to consider the trade-off between
sum rate and fairness with per-user power constraint. then, a
weighted sum technique is used to merge MOO into a SOO;
(i) centralized RL-based power control scheme is proposed
to address the non-convexity issue of the SOO problem by
using only the LSF coefficients as inputs. Then, the TD3 based
approach is utilized to dynamically change the parameters in
the central processing unit (CPU) to maximize the designed
objective function in the cell-free massive MIMO network;
(iii) The use-and-then-forget (UatF) bounding technique is
used to derive a closed-form expression for the achievable
rate. Then, a sequential convex approximation (SCA) approach
is proposed to address the non-convexity issue; (iv) Finally,
we analyze the computational complexity and convergence of
the proposed approach. The significant differences between
the state of the art DRL-based resource allocation and the
proposed algorithm are as follow: (i) We modify the definition
of state space compared to the work performed in [5], [8],
where only the signal-to-interference-plus-noise ratio (SINR)
of the users is considered as a state-space; however, in our
proposed model, the transmitted power from the users and the
gradient of the objective function are added to state definition;
(ii) We propose to exploit the TD3 agent, which provides better
stability compared to the work in [9], [10], where the authors
use the DDPG agent.

II. SYSTEM MODEL

We consider uplink transmission of a cell-free massive
MIMO system with M APs and K randomly distributed
single-antenna users in a large service area. Furthermore, it
is assumed that each AP has N antennas. The channel coef-
ficients between the kth user and the mth AP, g, , € CVN*1,
is modeled as

where f3,,, is a scalar coefficient denoting the LSF and
h,,r is an N-dimensional small scale fading (SSF) vector
whose elements are assumed to be independent and identically
distributed (i.i.d.) CN(0,1) random variables [1]. The APs
estimate the channels at the uplink training phase. After
projecting the received pilot vector at the m-th AP onto the
conjugate of k-th pilot (¢%), the MMSE estimate of g,,, is
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Figure 1. The uplink of a cell-free massive MIMO system with K single-
antenna users and M APs.
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CN*7r is the additive noise at the mth AP whose elements
are i.i.d. CN(0,1), p, is the normalized signal-to-noise ratio
(SNR) of each pilot symbol, and 7, is the pilot sequence length
(in symbols). During uplink data transmission, all K users
send their data to the APs, and the signal received at the m-th
AP is

where ¢, = and W, ,,, €

K
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where sy, is the transmitted symbol from k-th user with power
QK> Ny ~ CN(0,1y) is the noise at AP m, and pgj denotes
the normalized uplink SNR for the kth user.

III. ACHIEVABLE RATE ANALYSIS

The transmitted symbol from the k-th user can be estimated
as follows:
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where g,,; is the channel estimation error. Moreover, DSy,
IUIx, TEEg represent the desired signal (DS), interuser in-
terference (IUI), and total estimation error (TEE), respectively.
TN, denotes the total noise (TN).

A. Achievable Rate with Estimated Channel as Side Informa-
tion

Theorem 1. The achievable rate of cell-free massive MIMO
for ZF can be obtained as

Ry, = Egsp {10g2 (1 + SINRk)} R 5
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where Egsr indicates that the expectation is taken with respect
to the SSF coefficients, and SINRy, is defined by
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Proof: The term SINRy is given in (7), defined at the
top of the next page. With ZF, the decoder matrix is V =

G (GHG) , where G = [g, - ,8x] which yields to
‘E {DSMGH = /pqx, and IUI,; = 0 (due to the fact that
E{DS;|G} is a constant). This completes the proof. [ |

B. Use-and-then-Forget Capacity Bound

In this section, a capacity UatF bound in the literature
of cell-free massive MIMO is presented [11], which can be
represented in a simple closed-form expression, and it depends
on only the LSF coefficients.

R |
Theorem 2. If ZF combining with V. = G (GHG

is used, then by using the UatF bounding technique, the
achievable rate of cell-free massive MIMO is given by

RJF =log, (1 + SINR,*"), (8)
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Proof: With the ZF detector, SINRE“F is defined in
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With ZF combining matrix, we have DSy, = ,/pqy. As DSy, is
constant, we have Var {DS;} = 0. After some mathematical
manipulation, the SINRUatF in (9) is obtained, which com-
pletes the proof. ]

IV. SuM RATE FAIRNESS TRADE-OFF FRAMEWORK

In this section, the fairness index (FI) of the system is
defined, which can be used to indicate the fairness between
users in terms of their achievable rates. Then, we investigate
the sum rate fairness trade-off optimization problem.

A. Fairness Index (FI)
We first define the FI of the system with K users as [2]
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FI =
K
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(11

Note that when the data rate of all users are equal, the best
fairness is achieved, and in this case, the FI becomes one.
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B. Optimization Problem Formulation

We first formulate the problem of sum rate fairness trade-off - Zgent ° 2 eNeural network

as a MOO problem, for which we intend to jointly maximize C““;“etwork Actormetwork | "L o W
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where pmax denotes the maximum transmit power available 2 Lot ol
at user k, the vector f contains both objective functions as (arget £
Compared target s

f(q) = [fi(a) fo(aq)]. where fi(q) = Y4, Ry and
f2 (q) = FL Based on [2], no single optimal solution can be
determined that simultaneously maximizes f; (q) and f5 (q).
The Pareto and scalarization are two MOO methods that don’t
involve extensive mathematical formulae, making the problem
easier to solve. We utilize the weighted sum approach [2] as
a scalarization technique, to recast the MOO Problem P; into
a tractable SOO problem, as follows:

P mc&lLX foo =wifi (a) +wa2f5 (q) (13a)
st. 0<qp <p®) . Vk, (13b)
where
. _ fi(q) s _
fi (q) - max(fi (q))a fori = {172} (14)

Moreover, the significance of the performance metrics f; (q)
and f5(q) is determined by w; and ws, respectively, where
wy + we = 1. The weighting factor is defined based on the
wireless service demands.

V. PROPOSED DRL-BASED POWER CONTROL SCHEME

By considering the achievable rate defined in (5), a closed-
form solution is not achievable due to the expectation over
the SSF coefficients. Consequently, it is not feasible to use
the CVX software to solve Problem P,. To tackle this issue,
we first model Problem P, as an RL task consisting of an
agent (each user) and environment (the entire cell-free massive
MIMO system) interacting with each other. Then, we exploit
the TD3 agent, which is a specific RL agent that learns a
deterministic policy in an environment with continuous state
and action spaces. Fig. 2 illustrates the complete structure of
the proposed scheme in detail. As shown in Fig. 2, in each
training step, the CPU determines the power element for the
individual user based on its policy and the state information. In
the next iteration, the environment updates its state according
to the received action.
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Figure 2. The proposed TD3-based power control scheme.

A. State, Action, Reward Function
In this section, the state, action, and reward function as-

sociated with the Markov decision process (MDP) model are

defined as follows:

State: The state space consists of the SINRs of the users, the
transmitted power, and the gradient of the objective function,
which indicates that the power coefficients can be increased
or decreased in order to increase the final objective function.
The state at the tth time step is defined as follows:

s, = [SINRl(t),...,SINRK(t),ql(t),...,qK(t),
0 0
5oz (Foo@(®). - 5~ (Foo@(®)], (15

where s, € R3%, and ¢ denotes decision time points.

Action: The action at the tth time step is the change in the
transmit power of the users, i.e., a; = Aq € RE at the
tth time step. Then, the transmitted power of the user at the
t 4+ 1th time step is given by:

qre(t+1) = qr(t) + Aqr(t). (16)

Reward: Reward determines the effectiveness of action re-
garding its current state. We define the reward function as a
change of objective function after performing the action as
follows:

r(t) = A(fs00 () (1))
= fSo0 (@) (t) = fsoo (@) (t = 1),
where f3q is defined in Problem P, given in (13).
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B. TD3-Based Power Allocation Design

The optimization variables, qx,Vk, have continues forms.
Note that the TD3 agent can handle the problem with contin-
uous state space and continuous action space. Thus, the TD3
algorithm can be exploited to determine the optimal variables
qrx,Vk. As shown in Fig. 2, the TD3 agent reserves six
neural network function approximators to estimate the policy
and value function. Online policy network or deterministic
actor (u(s¢)) receives state and returns the corresponding
action that maximizes the long-term reward. Target policy
network (u/(s;)) is designed to improve the stability of the
optimization. The online and target policy networks have the
same structure and parameterization. The TD3 agent updates
the target policy (value) network weights based on the newest
online policy network (value) weights by Poylak averaging
factor Tpoylak:

oV = Troylakf" + (1 — Tpoylak) oY’ (18)

The online value network receives state (s;) and action (a;)
as inputs and yields the expectation of a discount accumulated
reward. In the TD3 algorithm, it is possible to have more than
one online value network, which is different from the DDPG
algorithm [6].

Remark 1. We refer to the solution to Problem P, (obtained
by the proposed TD3 algorithm) as TD3-based power control.

VI. PROPOSED UATF-BASED POWER CONTROL SCHEME

In this section, we exploit the UatF bounding technique,
where the achievable rate is obtained in (8) as Ry*F =
log, (1 + SINR;*¥), where SINR}™" is obtained in (9).
Problem P, can be rewritten as the following optimization
problem:

P;: msxx v (19a)

st. v+ >v (19b)

(I—w)fi (q) 2 mn (19¢)

wfs (a) = ve (19d)

0 < g < plk, Yk, (19)

where v, v1 and v are slack variables and w; = 1 — w

and wo = w. Problem Pj3 is not convex due to the non-
convex constraints. Hence, it cannot be directly solved through
existing convex optimization software. Therefore, we propose
to approximate the non-convex constraints with convex ones,
which enables us to alliteratively solve the problem. The
constraint (19c) can be reformulated as follows

Z [ > max f1))V17

Rk Z u/k)aVka

where g, Vk refer to new slack variables. Using (8) and (9),
the constraint in (20b) is rewritten as follows

B > (G- 1), vk,
Cp > 2% VE,

(20a)

(20b)

(21a)
(21b)

where (i, Vk are new slack variables, and D; is given by
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The constraint in (21a) can be written as
Dl S g§7 Vk7
qk Z (Ck - 1)§]§7 Vka

where ¢, Vk are new slack variables. By defining the slack
variable G = \/qx, Vk, the constraint (23a) can be written as
the following second order cone (SOC):

I {ag1k}Hq} a2k} g} -

(23a)
(23b)
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(24)
where
M
aik = [0S B — k) Elvomi 12} |
m=1
M
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Next, using the first-order Taylor approximation, the constraint
(23b) is approximated by the following linear inequality con-
straint:

g > /((1 1) (1 1)+ / C(l 1)
m (G- ”) vk

(1 1)

+0 (26)

where ( ,giil) and g,iiil) refer to the approximations of (j and ¢

at the iteration (i — 1), respectively. Next, using (11), the
constraint (19c) can be approximated as

K 2
<Zk 1Rk> > eo”, (272)
KY " R <o @7b)
ex 2, 27¢)

where o and e are new slack variables. Exploiting the Taylor
series approximation, the con-convexity in (27a) can be tackled
as follows:

S

(i—1) g(l D405

— P (Feufl))
ﬁ 5

+ Veli=D (g — =) vk, (28)
Next, (27b) is reformed as a SOC constraint as follows:
0>VE | [Ri Ro--- Re]" |2 (29)
Finally, Problem Ps, defined in (19), is rewritten as
Py max v (30a)

s.t. (19b), (20a), (20b), (21b), (24), (26

), (27¢), (28), (29), (30b)



——— 1 p—— 1
5 , e E ,/ .5 P , 7
= = = 7o
5 0.8 II __5 0.8 ’ 5 0.8
= = =]
72} 7] 2}
i 0.6 g 0.6 g 0.6
g o o
'g 0.4 f —Random =] 04 —Random g 0.4 —Random
= P = = Full-power = = = Full-power = = = Full-power
£ 02 S SCA £02 SCA g02 SCA
S . - TD3 S ol - TD3 3, - TD3
0 5 10 0 5 10 0 5 10
Uplink per-user rate (bits/s/Hz) Uplink per-user rate (bits/s/Hz) Uplink per-user rate (bits/s/Hz)
(a) w = 0.01. (b) w = 0.5. _
. . . . . (c) w=0.99.
Figure 3. CDF of uplink per-user rate of cell-free massive MIMO with w = {0.01,0.5,0.99}.
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The number of neurons in the input layer and output layer is
determined based on the number of input and output features,
which is equal to 3K and K for policy network, and 4K and
1 for value network, respectively. We consider three hidden
layers with 512, 128, and 64 nodes in each hidden layer.
Therefore, the number of floating operations per second for
policy network during the inference is 1601/ + 74432 [9].

Next, we calculate the computational complexity of solving
Problem P, given in (30), which includes some SOC and
linear constraints. The complexity of SOCP is O(NZN3),
where A7 and N> are the number of optimization variables
and the total dimensions of the SOCP problem, respectively
[12]. As a result, Problem P, can be solved with complexity
equivalent to O (Njer (2K% 4+ 2K? + K)), where Nige, is the
total number of iterations to solve Problem P, in order to
achieve the required accuracy.

VIII. NUMERICAL RESULTS AND DISCUSSION
A. Simulation Parameters

We consider a cell-free massive MIMO system with 100
APs (M = 100) where each AP is equipped with N = 2
antennas. In addition, 30 users (K = 30) are uniformly
distributed at random points over the simulation area of size
1 x 1 km® We assume Tp = 20 as the length of pilot
sequences. The channel coefficients between users and APs
and the noise power are modeled in [1]. It is assumed that p,,
and p denote the power of the pilot sequence and the uplink
data, respectively, where p, = 5—: and p = p—’i are normalized
transmit SNRs. Note that p,, refers to the noise power [1]. In
simulations, we set p, = 100 mW and p =1 W.

We design a five-layer neural network for the both policy
and value network with adam optimizer with a 0.0005 learning
rate. Moreover, Poylal averaging factor, the discount factor, the
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Figure 4. CDF of uplink sum rate and minimum user rate for cell-free
massive MIMO with w = 0.5.

size of replay buffer are respectively set to Tpoylax = 0.01,
n = 09, R = 10°. Finally, the maximum number of
episodes, the maximum steps per episode, and the batch size
are 1000, 100, and 256, respectively. The proposed network
is implemented in Python 3.8.6 with Pytorch 1.7.0 on one
computer node with two 8-core Intel Haswell processors, and
a GeForce GTX 1080 Graphics Processing Unit.

B. Numerical Results

1) Cumulative Distribution Function (CDF) of the Achiev-
able Rate: Fig. 3 depicts the CDF of the achievable per-
user uplink rate for cell-free massive MIMO with w =
{0.01,0.5,0.99} to evaluate the performance of the proposed
approaches. We use two baseline schemes for benchmark
comparison, namely, full power (FP) transmission and Ran-
dom power (RP) transmission. As Figs. 3a-3c demonstrate,
proposed algorithms perform better than two benchmark al-
gorithms and the TD3-based power control significantly out-
performs the SCA-based power. Specifically, for w = 0.01,
there are approximately 70% (for TD3-based) and 49% (for



SCA-based) improvements in the median of the per-user rate,
and for w = 0.99, there are 65%, 35% improvements in the
95th percentile of the per-user rate compared to the benchmark
algorithms. Note that by increasing the weight factor w, the
priority is given to the fairness index in Problem P,. Therefore
for both proposed methods, the achievable per-user rate is
much more concentrated around its median, compared with
FP and RP transmission.

2) CDF of the Achievable Sum Rate: Fig. 4a shows the
CDF of the achievable uplink sum rates for the proposed
approaches and benchmark algorithms with w = 0.05. Ap-
parently, the sum rate achieved by proposed power control
schemes are always greater than the one obtained by the FP
and RP transmission schemes. With the TD3-based power
control, the median of the sum rate of the system is about
55% higher than FP transmission and 25% higher than the
SCA-based power control.

3) CDF of the Achievable Minimum-User Rate: Fig. 4b
presents the CDF of the achievable uplink minimum rates of
the proposed approaches and benchmark algorithms with w =
0.5. We can see that, there are approximately 65% and 30%
improvements in the median of the min-user rate with the
TD3-based and SCA-based power control scheme compared
to the benchmark schemes.

4) Performance versus Different Weight Factors: The up-
link sum user rate and minimum user rate over the weight
factor w for proposed techniques, and constant values obtained
by FP transmission are shown in Fig. 5. As a result, the
proposed TD3-based power control algorithm can effectively
improve both sum rate and minimum user rate performance
of cell-free Massive MIMO. This figure also demonstrates
that both proposed techniques strike a good trade-off between
sum rate and fairness by changeing the weighting factor. In
particular, sum rate improves in return for degraded fairness,
and vise versa. Finally, it is worth mentioning that the average
minimum user rate and average sum rate achieved by the DRL-
based power control is always higher than other approaches,
this is due to the fact that the DRL-based approach can find a
more optimized solution by observing its execution in a trial-
and-error manner under possibly unknown dynamics.

5) Convergence: Finally, we investigate the convergence
of the TD3-based power allocation algorithm in the training
episode. Fig. 6 depicts the changing trajectories of uplink sum
user rate for w = 0.01. As the figure demonstrates, the value
of the uplink sum user rate converges within 800 episodes.

IX. CONCLUSIONS

A TD3-based power control algorithm has been developed
in order to solve the non-convex sum rate fairness maximiza-
tion problem in cell-free Massive MIMO. We have investigated
the UatF scheme to derive a close form expression for the
achievable rate and proposed a SCA scheme to solve the
optimization problem. The simulation results proved that TD3-
based power control could significantly outperform SCA-based
power control in terms of both minimum user rate and the sum
rate. In particular, with TD3-based power control, the median
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Figure 6. The convergence of the proposed TD3-based algorithm.

of the minimum user rate has been improved by 16%-46%, and
the median of the sum user has been improved by 11%-60%
compared with the case SCA-based power control. Moreover,
the effect of weighting factor on the objective function has
been investigated. Finally, the convergence and complexity of
the proposed algorithm has been presented.
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