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Abstract—Age of information (AoI) has been proposed as
a more suitable metric for characterizing the freshness of
information than traditional metrics like delay and throughput.
However, the calculation of AoI requires complex analysis and
strict end-to-end synchronization. Most existential AoI-related
works have assumed that the statistical characterizations of the
arrival process and the service process are known. In fact,
due to the randomness of the sources and the channel noises,
these processes are often unavailable in reality. To this end, we
propose a method to estimate the average AoI on a point-to-point
wireless Rayleigh channel, which uses the available finite order
statistical moments of the arrival process. Based on this method,
we explicitly present the upper and lower bounds on the average
AoI of the system. Our results show that 1) with the increase of
the traffic intensity, the absolute error of the estimated average
AoI bounds is first increasing and then decreasing, while the
average AoI is monotonically increasing; 2) the average AoI can
be effectively approximated by using the first two order moment
estimation bounds, especially when traffic intensity is small or
approaches unity; 3) tighter bounds can be obtained by using
more moments.

Index Terms—Age of information, block Rayleigh fading chan-
nel, queueing analysis, estimation of age, moments.

I. INTRODUCTION

Low-latency wireless communications becomes more and

more important in the Internet of Things nowadays. For

example, sensors provide timely data on the physical condition

of patients in smart healthcare [1], vehicles share their own

status information (eg. acceleration, location, and so on) in

real-time smart driving [2], [3], and so on. These applications

have strict timeliness requirements since processors need them

to make decisions and control the system [4], [5]. However,

controlling strategies that focus on traditional metrics, such

as improving the throughput to ensure full utilization of the

system, or limiting the update rate to reduce the packet delay,

are not different from timely scheduling [6]. This is because

the former leads to the updates backlog in the queuing system,

while the latter causes a lack of fresh data at the receiver.

To this end, the Age of information (AoI) was proposed in

[2], which is defined as the difference between the current time

and the generation time of the latest successfully transmitted

packet. As an end-to-end metric, AoI comprehensively charac-

terizes the information staleness due to queue congestion and

idle time. Moreover, the performances of lossless first-come-

first-served (FCFS) systems and lossy last-come-first-served

(LCFS) systems in [7] are comparable through AoI since the

metric is independent of packet loss [8], [9].

Based on queueing theory, the average AoI of M/M/1,

M/D/1, and D/M/1 [6] has been investigated under different

service disciplines, e.g. the first-generate-first-served (FCFS)

policy [6] and the last-generate-first-served (LGFS) policy [7].

The AoI distribution has also been derived for the bufferless

system [10]. The authors gave a general extensive formula of

the stationary distribution of AoI in [11], which is suitable

for point-to-point systems. However, these serving disciplines

cannot be generally optimal for various applications without

packet scheduling schemes. The reasonability of the zero-wait

policy was investigated in [12]. Specifically, a packet should

be served immediately when the channel becomes free to

maximize the throughput and minimize the delay. The average

AoI of replacing the first packet in the buffer with newly

arriving packets was studied in [13].

For the above calculation of average AoI, however, we need

to know the arrival and service processes, while these variables

are difficult to obtain or are obtained with unknown errors

[14]. Thus, many researchers tried to use the generated and

received statistical timestamps to obtain the average AoI. In

[15], the variation of AoI has been investigated for a realistic

communication over TCP/IP links served by WiFi, LTE, 3G,

2G, and Ethernet [24], [25]. Moreover, the first reported

investigation of AoI on real IoT testbeds was present in [16].

In [17], the authors showed the average AoI-related values

of the data streaming are affected by clock synchronization

errors between the transmitter and receiver. They also provided

an instantaneous AoI measurement method without clock

synchronization. Specifically, the source node sends the packet

over the Internet through UDP connections to a receiver, which

then echoes back [26], [27]. However, the method requires

extra transmissions and contains more uncertainties.

In this paper, therefore, we propose a method to estimate the

average AoI by using a finite number of moments of the arrival

and service processes, which provides a pair of tight upper and

lower bounds. We obtain the moments of inter-arrival time and

service time at two ends without synchronization. Moreover,

the estimation of average AoI with this method requires

no complex queueing analysis but some simple iterations.

Even when only the first and second moments are employed,

the estimated bounds provided by our method perform well.

Running more iterations using the higher-order moments can
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Fig. 1. Point-to-point communication system

further improve the accuracy of the average AoI estimation

even more.

The contributions of this paper are given as follows:

• We provide a discrete transmission model for communi-

cations over a rayleigh channel. We estimate its average

AoI by using the moments of the arrival process.

• We provide an estimation method of the average AoI by

using finite order moments of the arrival process. The

method provides a pair of tight upper and lower bounds

for each traffic intensity ρ.

• We show that the performance of our method depends on

the magnitude of each order moment and traffic intensity.

We also present the distributions of the inter-arrival time

achieving the largest and the smallest average AoI for the

system.

We organize the rest of the paper as follows. In Section II,

we present the system model and the transmission models.

Section III discusses the transmission model and presents its

average AoI and corresponding estimation method. In Section

IV, we test the performance of our method in estimating the

average AoI by simulations. Finally, we conclude our work in

Section V.

II. SYSTEM MODEL

A. Channel and Transmission Model

We consider a wireless communication system consisting

of a source node and a destination node, where the source

delivers its packets over a block fading channel with additive

white Gaussian noise (AWGN), as shown in Fig. 1. Time is

discrete and the length of a block is TB. The source node

samples the surrounding environment with random intervals.

Each sample is encoded into a packet of L bits and stored in

an infinite-long buffer. The packets are then transmitted over

the fading channel by using the FCFS discipline. We consider

the packet transmission over a fading Rayleigh channel with

power gain distribution fγ(x), which is assumed to be known.

Based on a sequence of packet transmissions, we assume that

the moments of the transmission time of the packets can be

estimated up to some finitely large order.

In each block, the transmission of a packet will be success-

ful if the instantaneous signal-to-noise ratio (SNR) is larger

than a certain threshold VT . Otherwise, the packet shall be

retransmitted in the next block (c.f. Section III). It can be

readily shown that the transmission time of a packet follows

the geometric distribution. We assume that the distribution of

the inter-arrival time is unknown, and estimate the average AoI

with its moments.

B. Queueing system

We model the transmission process over the channel as a

single-server FCFS queue. As shown in Fig. 2, we denote

the arrival (generation) epoch and the departure epoch of the

kth packet, respectively, as nk and n′
k. We denote the period

between two neighboring arrival epochs as inter-arrival time

Xk = nk − nk−1 and denote the period between two neigh-

boring departures as inter-departure time Yk = n′
k − n′

k−1.

The number of blocks required to complete a packet trans-

mission is referred to as the service time. Note that the service

time Sk of the packets is determined by the channel and is

independent of inter-arrival times. We also denote the system

time as Tk = n′
k − nk. If the kth packet arrives at the

buffer when the source is busy transmitting the (k − 1)th

packet, it must wait in the buffer until the transmission of the

(k−1)th packet is completed. Thus, the waiting time of the kth

packet is Wk = max{n′
k−1 − nk, 0} = max{Tk−1 −Xk, 0}

and we have Tk = Wk + Sk. On the contrary, the buffer

remains empty for a certain duration if the arrival epoch of

the kth packet is later than the departure epoch of the k − 1th

packet. Thus, the length of this period can be expressed as

Ik = max{nk−n
′

k−1, 0} = max{Xk−Tk−1, 0} and we have

Yk = Ik + Sk.

We refer to the ratio of the expectation between service

time and the inter-arrival time as traffic intensity, i.e., ρ =
E(S)/E(X). The system is stable if ρ < 1.

C. Age of Information
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Fig. 2. Sample path of discrete average AoI ∆(n)

In block n, we denote the arrival epoch of the latest

successfully received packet as U(n) and the AoI ∆(n) is

defined as

∆(n) = n− U(n).



From Fig. 2, it can be seen that ∆(n) first increases (up to

∆(n′
k
−
) = Xk + Tk) and then drops to ∆(n′

k) = Tk upon

receiving a new packet at the destination. During a period of

N blocks, we assume that there are K successfully received

packets and denote the average AoI of this period as ∆̄ =
limN→∞

∑N

n=0 ∆(n)/N . By dividing the area of Fig. 2 into

a sequence of disjoint polygon areas which combine to form

the area under the AoI curve, we have

∆̄ =
E(XT ) + E(X2)/2

E(X)
, (1)

in which Qk = 1
2 (Tk +Xk)

2 − 1
2T

2
k [18, (3)].

Remark 1. To calculate the term E(XT ) in the expression of

the average AoI shown in (1), we need the probability den-

sity/mass distributions of the inter-arrival time Xk. In practical

implementations, it is difficult to obtain the distribution of

inter-arrival time. On the other hand, it is much easier to obtain

its moments. In this paper, therefore, we shall use the moments

of inter-arrival time Xk to estimate the average AoI of the

system. In particular, it is assumed that the needed moments

have been estimated and are available for our analysis.

III. BOUNDING AVERAGE AOI OF THE TRANSMISSION

MODEL

Under this model (cf. Section II-A), the destination node can

decode the packet from the received signal if the instantaneous

SNR snrn is greater than a certain threshold VT. In case the

packet cannot be decoded, and the source node needs to

retransmit the packet again in the next block. We represent

the probability of a successful packet transmission as µ, i.e.,

µ = Pr{snrn > VT}.

Note that µ can be estimated based on the results in channel

estimations. We denote the number of blocks required for the

successful transmission of the kth packet as service time Sk.

It is clear that Sk is a geometric random variable with the

parameter µ regardless of the fading model. Specifically, the

distribution of Sk can be expressed by

Pr{Sk = n} = µ̄n−1µ, n ≥ 1, (2)

in which µ̄ = 1− µ.

We make the following assumptions on the packet process.

D1. Distribution unavailable: The distribution of the inter-

arrival time Xk is unknown [28].

D2. Moments available: The first order moment E(Xk) and

the second order moment E(X2
k) of the inter-arrival time

exist and are known.

D3. Early arrival system: The packets arrive at the end of

epochs (n−, n). The transmission of each packet starts

and completes at the beginning of blocks (n′, n′+) [19

pp. 193].

A. Characterizing Average AoI Using Moments and PGF

We denote the number of delivered packets during the inter-

arrival time Xk as Bk, and denote the queue length at the

arrival of the kth packet as L−
k . It is clear that L−

k can be

expressed as

L−
k+1 =

{
L−
k + 1−Bk+1 L−

k + 1−Bk+1 > 0,

0 L−
k + 1−Bk+1 ≤ 0.

The process {L−
k , k ≥ 0} is an embedded Markov chain. The

stationary distribution of queueing length L− is explicitly

present in the following lemma.

Lemma 1. Given ρ < 1 and the system is stable, the stationary

distribution of queue length L− = limk→∞ L−
k exists and can

be expressed by

Pr{L− = n} = (1− α)αn n ≥ 0,

where α is the unique real root of equation z = GX(µ̄+ µz)
for z ∈ (0, 1). Furthermore, the distribution of the system time

Tk of a packet is

Pr{T = n} = (1− λ)λn−1, n ≥ 1. (3)

Proof. A detailed proof can be found in [20, Section 4.6.2].

�

Based on (3), the average AoI of the system can be

expressed as shown in the following theorem.

Theorem 1. The average AoI of the system can be expressed

as

∆̄d = E(S) +
E(X2)

2E(X)
+

λG′
X(λ)

E(X)(1− λ)
. (4)

In (4), E(S) can be calculated or estimated. From as-

sumption D1, the first two order moments E(X) and E(X2)
are also available through some estimations. The remaining

problem is whether we can approximate G′
X(λ) by using the

first two order moments E(X) and E(X2). Moreover, we

also need to solve α and λ according to GX(λ) = α and

λ = µ̄+µα. Assuming that ρ < 1 and the queue being stable,

λ can be obtained by λ = ū
1−Pr{Y=1} , where Pr{Y = 1} is

the probability of the departure interval taking on the value 1.

B. Estimating Average AoI Using First Two Order Moments

The PGF of a discrete random variable X exists only if

X has finite moments E(Sn) for all n = 1, 2, · · · (cf. [21,

pp. 1]). The distribution of X is determined exclusively by

the moment sequence [22 Theorem 4.17.1]. If some of the

moments of inter-arrival time S are not finite. We can truncate

the support of variable X as in [23, Section 3.3]. We assume

that the inter-arrival time has limited moments without losing

generality.

We present the PGF of the inter-arrival time with its

moments, as shown in the following theorem.

Theorem 2. The first order PGF G′
X(z) of the inter-arrival

time can be expressed by its moments as

G′
X(z) =

1

z

∞∑

n=1

ln(z)n−1E(Xn)

(n− 1)!
, z ∈ (0, 1]. (5)



Proof. By the definition of PGF, we have

G′
X(z) =

1

z

∑

m≥1

mPr{X = m}zm.

By expressing zm = exp(m ln(z)) in its Taylor series, we

then have

G′
X(z) =

1

z

∑

m≥1

mPr{X = m}
∑

n≥0

ln(z)nmn

n!
,

=
1

z

∑

n≥0

ln(z)n

n!

∑

m≥1

Pr{X = m}mn+1,

=
1

z

∑

n≥1

ln(z)n−1E(Xn)

(n− 1)!
.

Therefore, Theorem 2 is proved. �

We denote the partial sum of the PGF given in (5) as

Ĝ
′K
X (z) =

1

z

K∑

n=1

ln(z)n−1E(Xn)

(n− 1)!
, (6)

in which K = 1, 2, · · · and z ∈ (0, 1]. The item G′
X(λ) can

be approximated by the partial sum in (6) with an acceptable

error.

Lemma 2. For the random variable X whose PGF exist and

probability Pr{X = 0} = 0, the following bounds hold

GX(z)

z
≤ G′

X(z) ≤
1−GX(z)

1− z
, z ∈ (0, 1]. (7)

Proof. In Fig. 3, we take the case z = λ for example. Since

G′
X(z) is a monotonically increasing concave function, we

can apply Jensen’s inequality in [29] to derive the constraints

l′L0
(λ) ≤ G′

X(λ) ≤ l′U0
(λ), where l′L0

(λ) = GX(λ)/λ = α/λ

and l′U0
(λ) = 1−GX(λ)

1−λ
= E(S).

Ll z

Ul z

XG

XG z

Fig. 3. The initial bounds of G′
X(λ).

�

Thus we can use Ĝ
′1
X(λ) and Ĝ

′2
X(λ) to estimate the average

AoI of the system instead of using G′
X(λ).

Theorem 3. Based on the estimations of the first two order

moments of Xk, the bounds of the average AoI of the system

can be expressed as

f∆̄d < E(S) +
E(X2)

2E(X)
+

λmin{E[S], G
′1
X(λ)}

E(X)(1− λ)
, (8a)

∆̄d > E(S) +
E(X2)

2E(X)
+

λmax{α/λ,G
′2
X(λ)}

E(X)(1− λ)
. (8b)

Proof. The theorem is proved by substituting the item G′
X(λ)

in (4) by G
′1
X(λ) and G

′2
X(λ). �

We also demonstrate how the partial sum limits the PGF

G′
X(z) in the following proposition.

Proposition 1. Each partial sum estimation Ĝ
′K
X (z) (cf. (6))

up to an even number of orders is smaller than G′
X(z), and

each partial sum estimation up to an odd number of orders is

greater than G′
X(z). That is,

Ĝ
′2i+1
X (z) > G′

X(z) (9a)

Ĝ
′2i
X (z) < G′

X(z), (9b)

for any z ∈ (0, 1] and i = 0, 1, 2, · · · .

Tighter bounds can be obtained by minimizing the upper

bound and maximizing the lower bound in (9) over the order

of moments (equivalently over i). Additionally, the bounds in

(7) apply to distributions that have PGF. Consequently, for

z = λ, we have

G′
X(λ) ≤ min

i

{
Ĝ

′2i+1
X (λ), E(S)

}
.
=

⌢

G
′2i+1
X (λ), (10a)

G′
X(λ) ≥ max

i

{
Ĝ

′2i
X (λ), α

λ

}
.
= G

′2i
X
⌣

(λ). (10b)

By combining (4) and (10), we show a pair of tighter and

more inclusive bounds on the average AoI of the system in

the following corollary.

Corollary 1. Based on the higher 2i + 1st(i > 0) order

moments, the average AoI of the discrete transmission model

is upper and lower bounded, respectively, by

∆̄d < E(S) +
E(X2)

2E(X)
+

λ
⌢

G
′2i+1
X (λ)

E(X)(1 − λ)

.
=

⌢

∆2i+1
d , (11a)

∆̄d > E(S) +
E(X2)

2E(X)
+

λG
′2i
X
⌣

(λ)

E(X)(1 − λ)

.
= ∆

⌣

2i
d , (11b)

where

⌢

G
′2i+1
X (λ) and G

′2i
X
⌣

(λ) are given in (10).

IV. NUMERICAL RESULTS

In this section, we investigate the accuracy of the average

AoI bounds under various sets of system parameters, such as

the distribution of inter-arrival time, the maximum order of

moments used for the estimation, and the traffic intensity ρ,

in which

• the traffic intensity ρ = p/µ determines the estimated

item G′
X(λ) (cf. (4));

• the estimation errors for distributions with larger high

order moments are also larger for a given common

expectation;



(a) the absolute error of the estimated average AoI bounds versus traffic
intensity ρ, in which arrival rate p = 0.125

(b) Average AoI versus traffic intensity ρ, in which arrival rate p =

0.125

Fig. 4. Numerical results of system

• as shown in (5), the estimation error goes to zero when

an infinite number of moments are utilized, and it would

most probably be reduced when more orders of moments

are used.

Given a common expectation, we evaluate the estimation

errors of the bounds for the degenerate distribution, the two-

point distribution, and the geometric distribution.

Fig. 4 shows how the average AoI ∆̄ and its corresponding

estimation absolute error change with traffic intensity ρ. We

set the arrival rate as p = 1/E(X) = 0.125 and change

the service rate µ so that the traffic intensity takes values

between zero and unity. In Fig. 4(a), we show the absolute

error of the lower and upper bounds for the average AoI by

the curves marked by × and ◦, respectively. First, we observe

that the absolute errors are first increasing and then decreasing

as ρ increases. When ρ approaches unity, the average AoI

is large, and when ρ is small, the absolute error is small.

Second, it is observed from Fig. 4(b) that the average AoIs

monotonically increase in ρ. When ρ approaches unity, the

average AoI is large, and when ρ is small, the absolute error

is small. So we observe that the errors of the bounds are

relatively small in these two cases. Third, for the lower and the

upper bounds, the absolute estimation error of the two-point

distribution is the largest while the absolute estimation error of

the degenerate distribution is the smallest. Fourth, the thin and

the thick curves characterize the absolute errors obtained with

the first two (i.e., K = 2) order moments and with up to the

seventh (i.e., K = 7) order moments, respectively. When more

moments are used, the absolute estimation error is substantially

decreased as ρ approaches unity. Moreover, when ρ is small,

the boundaries overlap no matter whether we use the first two

order moments or up to the seventh order moments. Among

the three tested distributions, the separations of curves of the

two-point distribution require the largest ρ. Due to the small λ
being given in (3) introduced by the more minor ρ, the bounds

using the first two order moments and bounds using the first

seven order moments both perform worse than the initial set

which replace them, so the first half of these bounds overlap.

V. CONCLUSION

In this paper, we investigated the problem of estimating the

average AoI in the point-to-point wireless networks. Specif-

ically, we consider a typical transmission model and obtain

its average AoI. The unknown term in the expression is PGF

of the arrival process. We explicitly present upper and lower

bounds on the average AoI through using finite order moments

of the arrival processes. By using only the first two order

moments of inter-arrival time, we can derive a pair of tight

bounds. Using more higher-order moments can improve the

performance of the calculation. Through numerical simula-

tions, we investigated the effect of the traffic intensity, the

distribution of the inter-arrival time and magnitude of each

order moment on the performance of our estimation method.
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