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Abstract—We analyze next generation cellular networks, of-
fering connectivity to mobile users through multiple radio access
technologies (RATs), namely LTE and WiFi. We develop a
framework based on the Markovian agent formalism, which
can model several aspects of the system, including user traffic
dynamics and radio resource allocation. In particular, through
a mean-field solution, we show the ability of our framework to
capture the system behavior in flash-crowd scenarios, i.e.,when a
burst of traffic requests takes place in some parts of the network
service area. We consider a distributed strategy for the user RAT
selection, which aims at ensuring high user throughput, and
investigate its performance under different resource allocation
schemes.

I. I NTRODUCTION

Recent results highlight that one of the most challeng-
ing issues in the field of communication networks today is
coping with the exponential growth of wireless data traffic.
The average smartphone is expected to generate 2.6 GB of
traffic per month by 2016, with a global mobile data traffic
that will increase 18–fold by that time [4]. To increase the
capacity of cellular networks and, thus, accommodate such
high data-traffic loads, the new Long-Term Evolution (LTE)
technology has been introduced, which is deemed to achieve a
spectrum efficiency as high as 1.75 bits/s/Hz, a downlink peak
throughput of 100 Mb/s and a latency of few milliseconds.

The fast uptake of mobile data services, however, indicates
that these solutions are not sufficient to meet the intense user
demand in many high-density settings. Thus, a new trend,
usually referred to asmobile data offloading, has emerged.
That is, while the cellular infrastructure will continue to
provide high levels of quality of service (QoS), besides the
support for high-mobility users, it will be complemented with
alternative wireless access technologies such as WiFi hotspots.
Data traffic should therefore be offloaded whenever possible
towards such hotspots, at the price of a possible degradation
in the QoS experienced by the users [10], [15].

Such scenario calls for a new access network architecture,
whose distinctive feature is the availability of multiple radio
access technologies (RATs). According to this paradigm, the
network is composed of base stations (BSs) equipped with
more than one radio interface (namely, LTE and WiFi), through
which users can access the Internet [2], [5]. Examples of
multi-RAT BS commercial products can be already found
on the market, e.g., [1], [2]. Furthermore, several proposals

have appeared in the literature, presenting vertical handover
mechanisms or schemes for letting the users always connect
to the best network access point, see, e.g., [8], [11], [20] and
references therein.

However, most of these solutions are based on the optimistic
assumption that users can become aware of the throughput they
will receive when using a RAT. What is still to be investigated
is a fully-distributed mechanism to make the above access
network work efficiently, in absence of a-priori information on
the throughput to be expected. Additionally, we would need
a framework that, with low complexity, allows the evaluation
and comparison of the different proposals.

In this paper, we address the above shortcomings and
develop a framework for the analysis of strategies for handling
the Internet connectivity of mobile users. We consider thatthe
network service area is covered by a number of BSs, each
of them hosting both an LTE and a WiFi radio interface. A
user can connect to the Internet through either technologies,
provided that she is under coverage and enough radio resources
are available. We then focus on a specific, fully-distributed
strategy for RAT selection. The strategy takes the user’s
viewpoint and aims at offering the QoS desired by the user at
the best price.

As already done by widely popular communication devices
(e.g., smartphones), our strategy first lets users connect to a
WiFi hotspot whenever available. The rational behind this is
that WiFi connectivity is much less costly than the cellular
one: through WiFi the per-byte cost of data transfers can be
reduced by 70% per one estimate [3]. However, users may
not receive a sufficiently high data throughput by connecting
to WiFi, due to, e.g., bad radio propagation conditions or a
high congestion level at the hotspot [5], [14], [18]. In this
case, a service upgrade can be performed by onloading their
data traffic to the LTE network if cellular radio resources
are available. An offloading decision can be taken again if
LTE becomes overloaded, or if the WiFi network can offer
sufficiently high throughput.

To analyze the above system and efficiently allocate the
radio resources, we propose an analytical model, which lever-
ages mean-field analysis [6], [7]. Indeed, unlike other tech-
niques, such as Queueing Networks, Stochastic Petri Net, or
Process Algebras, mean-field analysis allows us to account
for the spatial distribution of the communication nodes (BSs
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Fig. 1. An example of the topology under study.

and users) in the system. This is clearly of fundamental
importance, as a user can access a BS only if its position
is within the coverage area of that BS. The model is then
solved by resorting to a method based on the Markovian
Agent formalism [12], and exploiting the results in [9]. We
remark that our analytical framework could be extended to
investigate other RAT selection strategies as well. Using the
above approach, we analyze the system performance and the
level of QoS that the users experience when different resource
allocations techniques are implemented.

The rest of the paper is organized as follows. In Section II,
we introduce the system under study, along with the distributed
RAT selection strategy that we consider. The analytical model
we develop and the model solution are presented in Sections III
and IV, respectively. In Section V, we describe the resource
allocation policies that we assume in our performance evalua-
tion and show the results that we obtain. Finally, in SectionVI
we draw our conclusions and provide directions for future
research.

II. SYSTEM SCENARIO

Network scenario. We consider a urban area (typically
characterized by high user density), covered byN LTE BSs.
We refer to the coverage area of the generic BSi asLi, with
i = 0, . . . , N−1. Co-located with the LTE interface, there is a
WiFi radio (IEEE 802.11a/g/n), so as to implement a hostspot
whose coverage is assumed for simplicity to coincide with that
provided by the LTE technology (e.g., a coverage range of 100-
200 m). Coverage areas of neighboring BSs may overlap. We
denote byneigh(i) the set of BSs that are neighbors of BSi.
Users located in the areaLi ∩ Lj can access eitherBSi or
BSj . A graphical representation of the the network scenario is
depicted in Fig. 1, whereN = 6 and, e.g.,neigh(2) = {3, 1}.

We only consider data transfers, such as content download-
ing or video streaming, since voice traffic is not currently
supported by real-world LTE networks. Also, we focus on

downlink transfers (from the BS to the users) since traffic is
typically asymmetric, with a large amount of data flowing from
the Internet towards the users.

We denote byn[i]
WiFi resources the number of frequency

channels that are available for WiFi communications at BSi

and assume that, given two BSs with overlapping coverage,
they use different channels so as to avoid interference between
simultaneous transmissions. As for LTE, we consider that a
frequency division duplex (FDD) technique is used for data
transmission, as typically done in practical systems. We set
the central operating frequency to 2.6 GHz and the channel
bandwidth to 10 MHz. We remark that we set these values
for concreteness, but any other value allowed by the LTE
technology could be considered as well [17]. Time is then
divided into frames that are 10 ms long; every frame is further
divided into 10 subframes of 1 ms each. As specified by
3GPP, a frequency channel is divided into several narrow-
band subchannels, which are grouped in disjoint subsets of
12 subchannels each. The usage of a subset of 12 subchannels
for a 1-ms duration (i.e., a subframe) represents a Physical
Radio Block (PRB). We refer to it as the resource unit in
LTE; thus, given a 10-MHz bandwidth,n[i]

LTE resources = 50
LTE resources are available [17] at BSi. Note that the BS may
allocate one or more resource units to transmit at the same
time towards the same user. As for the interference, similarly
to what done for WiFi, we consider that an LTE resource unit
can be used by different BSs at the same time only if their
coverage areas do not overlap.

As mentioned, users that are under the coverage of more
than one BS, can connect to any of them, although with
different QoS. In particular, for each technology (either LTE
or WiFi), it is fair to assume that the link quality decreases
as the distance between a user and a BS increases, and the
better the link quality, the higher the transmission rate that the
link end points can use. As an example, in Fig. 1, the inner
circle within each coverage area represents the zone where
the signal of the corresponding BS is stronger. Finally, we
consider that the users are pedestrian and do not significantly
move while receiving a data transfer from the Internet, as the
latter is expected to last just few seconds.

RAT selection strategy.The strategy we envision aims at
ensuring that, for each traffic flow she starts, a user selects
the technology which provides her with sufficiently high
throughput while minimizing the access cost. The strategy is
fully distributed, i.e., users independently decide whichRAT to
use in order to download a content from the Internet and they
cannot relay on detailed, a priori information on the throughput
they will experience when connected to an access interface.

More specifically, a user lists the available WiFi and LTE
interfaces, according to the received signal strength (RSS).
Then, she first connects to the WiFi interface located at the
BS from which she receives the strongest signal (hereinafter
referred to aslocal interface or BS). If the obtained throughput
is below a given threshold, the user switches her traffic flow
to the WiFi interface that is second in the list. We call such
interface (and the corresponding BS)neighboring interface
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Fig. 2. Mean-field models of a user agent (left) and of a BS agent (right).

(BS). Depending on the experienced throughput, the user
migrates again if not satisfied. This time, she onloads her
traffic to the LTE interface of the local BS. As the last
option, she moves to the LTE interface of a neighboring BS.
Furthermore, in order to keep the Internet connectivity cost
as low as possible, a user currently downloading data from
an LTE interface periodically will try to offload her traffic to
her local WiFi. Similarly, a user receiving data from a WiFi
neighboring interface periodically will try to migrate to the
local one.

III. N ETWORK MODEL

We callagenta portion of the model describing the behavior
of the communication nodes within a given coverage areaLi.
We use three agents per coverage area so as to describe the
state of (1) the network connectivity of users located within
Li, (2) the WiFi radio resources at BSi, and (3) the LTE radio
resources at BSi. We also denote by AGi the access group:
the set of users that access the network using BSi.

We use the Markovian Agent formalism [12] to model the
system, and we resort to the solution techniques outlined in
[9] to analyze it. In particular, Markovian agents are a special
type of Markov chains in which each state is characterized
by the number of agents that are in that specific state in the
considered location, and where the transition rate among states
can depend on the number of agents in given states of the
neighboring agents. The agents used to describe the coverage
areas of the considered system are shown in Fig. 2. The upper
part corresponds to the Markovian agent used to model the
user behavior (hereinafter referred to as user agent), while the
two lower agents correspond to the WiFi and LTE resources
of the BS.

Each user agent has two states that represent whether the
network is accessed using the WiFi or LTE resources of BSi

(called, respectively,WiFi local and LTE local). Then,
there is a set of states that represent the users accessing
the network using the resources of a neighboring BS. In
particular, the model of a generic coverage areaLi includes,
for each neighboring BSj , a stateWiFi remj and a state
LTE remj representing the users that access the network
using, respectively, the WiFi and the LTE resources of the

neighboring BS. Finally, each user agent includes aLoss state
accounting for all the packets that could not be transmitted
due to lack of resources (at both the local and the neighboring
BSs). The incoming arrows correspond to external events: in
our case they model the arrival of new packets that have to
be transmitted. Indeed, as mentioned earlier, new users always
start by accessing local WiFi; then, they move to a differentBS
or interface if available resources are not sufficient. Similarly,
outgoing arrows represent agents that exit the system, which,
in our case, correspond to packets being correctly transmitted
from the BS and through the interface that the corresponding
state represents.

The state of the BS is modeled by two states, accounting for
the radio resources available there: frequency channels inWiFi
and PRBs in LTE. The incoming/outgoing arcs account for
the addition/removal of a radio resource at the BS, whenever
dynamic resource allocation policies are implemented.

A. Functional rates

In Markovian Agents, the interaction among the agents is
modeled through functional transition rates that represent the
speed at which agents move from one state to another. In
this work, we have extended the functional rates presented
in [13] in order to consider both an arbitrary number of
neighboring BSs for each BS and time-dependent resource
allocation policies. In the following, we denote byn[i]

s the
number of agents in states, related to coverage areaLi.

Arrivals. We model the service requests per second gener-
ated by users located in coverage areaLi with the functional
rate r

[i]
1 = λi(t) (i = 0, . . . , N − 1). In this way, request

generation can exhibit both a spatial and a time dependency.
We will exploit this feature to generate burst of requests at
specific locations, and to study the corresponding network
performance.

WiFi Service. Rater[i]2 refers to the usage of the local WiFi
radio resources. Under the assumption that the IEEE 802.11a/g
technologies are used, it can be expressed as:

r
[i]
2 = σ

[i]
WiFi =

µWiFi × n
[i]
WiFi resources

n
[i]
WiFi local + α

∑

j∈neigh(i)(n
[j]
WiFi remi

)
(1)

where: µWiFi is the WiFi throughput (connection speed)
when there is only one user accessing the interface, and
α ≥ 1 is a factor taking into account the throughput reduction
due to far-away users inLj (j ∈ neigh(i)) accessing the
WiFi interface at BSi. More specifically,α accounts for the
anomaly effect [16] typical of the 802.11a/g technologies:
“slower” transmissions occupy the channel longer preventing
other (faster) transmissions from occurring. Ratesr

[i]
3:j account

for the rate at a neighboring BS and are computed similarly
to r

[i]
2 : if BSj is the neighboring BS (represented by state

WiFi remj), thenr[i]3:j = σ
[j]
WiFi.

LTE Service.Let now us defineσ[i]
LTE(j) as the LTE service

rate experienced by a user inLj accessing BSi. We then have
r
[i]
4 = σ

[i]
LTE(i) andr[i]5:j = σ

[j]
LTE(i). The LTE service rate can



be written as:

σ
[i]
LTE(j) =

µi,j
LTE × n

[i]
LTE resources

n
[i]
LTE−local +

∑

k∈neigh(i)(n
[k]
LTE remi

)
(2)

whereµi,j
LTE is the LTE throughput (connection speed) corre-

sponding to one PRB assigned by BSi to a user located within
Lj. Indeed, each PRB is assigned exclusively to one user, but,
depending on the radio propagation conditions, the user can
employ a higher or a lower transmission rate, motivating the
dependency of the parameter on the user location (Lj).

Switching to neighboring WiFi interfaces. We assume
that a user switches to the WiFi interface of a neighboring BS
if its service rate at the local WiFi drops below a minimum
threshold (µmin). If more than one neighboring BS is avail-
able, the one with the lowest traffic load is selected (in case
of a tie, the BS is chosen randomly). The latency due to the
interface switching is denoted by1/µBS−Sw and the rate at
which this event occurs is indicated byr[i]6:j .

Switching from neighboring WiFi to LTE. If also the
WiFi service rate in neighboring BSs drops belowµmin, users
try to migrate to LTE by performing a technology switch.
Priority is given to the local BS (ratesr[i]7:j). If however LTE
resources at the local BS are already saturated, a neighbor
LTE is tried (ratesr[i]8:j,k). Note that in this case the switch
goes from WiFi in a neighboring coverage areaLj , to LTE
in another neighboring areaLk. Indeed, although connectivity
through LTE is more costly, we expect that users are willing to
pay a higher price provided that they can obtain a sufficiently
high connection speed. The user migration takes place with
a latency due to the technology switch of1/µτ−Sw, and the
target BS is the one with the lowest traffic load level among
those that have at least a fractionγmin of available resources.
This avoids overloading the LTE interface and, thus, the need
to move traffic flows back and forth (i.e., the so-called ping-
pong effect).

Loss of requests.A user first joins the local WiFi; if
saturated, it tries to join the neighboring WiFi interface that
exhibits the lowest traffic load. If the experienced QoS is not
good enough, the user tries to connect to the local LTE, or
to the LTE of a neighboring BS as the last option. If none
of the neighboring LTE interfaces can provide the user with
a sufficient service level, the connection request is lost. Rate
r
[i]
9:j in Fig. 2 accounts for the losses that are experienced in

this case.
Upgrade. If the traffic load in one of the less expensive

or more efficient interfaces decreases, the user might choseto
improve its service. For simplicity, we consider only upgrading
to local WiFi from either neighboring WiFi (ratesr[i]10:j) or

LTE (ratesr[i]11 and r
[i]
12:j ) interfaces. In any of these cases,

when the service rate at the local WiFi (r
[i]
2 ) is beyond a given

thresholdµmax, the users migrate to the local WiFi interface
(i.e., high speed connectivity at low cost). The time required by
the transition depends on the type of switch that is performed:
1/µBS−Sw if the user comes from a neighboring WiFi, and
1/µτ−Sw if the upgrade implies a technology switch.

Radio resources allocation.One of the goals of this work
is to show how dynamically varying the LTE or WiFi radio re-
source allocation at BSs can improve the system performance.
WiFi channels are added to the resource pool of a BS at rate
q
[i]
1 and released at rateq[i]3 . LTE PRBs are instead acquired at

rateq[i]2 and released at rateq[i]4 . In Section V such rates will
be used to evaluate three different resource allocation policies.

More details on the ratesr[i]3 , . . . , r
[i]
12, andq[i]1 , . . . , q

[i]
4 , are

presented in the Appendix.

IV. M ODEL SOLUTION

We solve the above model as follows. The agent presented
in Fig. 2 is used to determine, for each coverage areaLi,
the number of states. In particular, each areaLi, with ni =
|neigh(i)| neighbor, will be described by2ni+5 states. Each
states of a coverage areaLi is described by a variablen[i]

s

counting the number of agents in the considered area in that
state. We perform amean fieldapproximation of the number
of agents in a given state. In other words, instead of taking
into account the evolution of the distribution of states in which
each agent could be, we only consider the mean number of
agents in each state. Note that, even if at any given time
instant the number of agents is discrete, its mean number is
continuous, thus we can consider variablesn

[i]
s as positive

continuous quantities. The temporal evolution of the system
can then be evaluated using two matrices and a vector for
each areaLi, whose elements are functions of the variables
n
[i]
s . The transition matrixC[i] = |c

[i]
su| contains the transition

ratesc[i]su from states to stateu, which can be obtained by
using the rates defined in Section III-A. Thedeath matrix,
D

[i] = diag(d
[i]
ss), is a diagonal matrix whose elementsd[i]ss

represent agents that leave the system in states (in our case,
they correspond to successful request transmissions). Finally,
thebirth vectorb[i] = |b

[i]
s | represents the arrival of new agents

in states. As for the transition matrixC[i], also the elements
of D[i] andb[i] can be computed using the rates presented in
Section III-A.

The number of users in a given state is collected in a
row vectorn[i] = |n

[i]
s |, and the evolution of the system is

obtained by solving the following coupled ordinary differential
equations1 for each coverage areaLi (i = 0, . . . , n− 1):

dn[i]

dt
= n

[i]
(

C
[i] −D

[i]
)

+ b
[i]. (3)

Equations (3) can be solved using suitable numerical algo-
rithms, such as theRunge-Kutta with adaptive step-size control
discretization method [19] used in this work.

For example, let us focus on a user in areaL2 in
Fig. 1, and let us assume that the states are ordered as
follows: WiFi local, WiFi rem1, WiFi rem3, LTE local,
LTE rem1, LTE rem3, Loss. BS2 has two neighbors, that
is: neigh(2) = {1, 3}. Then, the resulting matrices and vectors

1Even if all vectors and matrices depend on time, we have omitted the
explicit dependency in order to simplify the notation.
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Since matrixC[i] must be an infinitesimal generator (that is,
all its rows must sum up to zero), we have used the notation
“−()” to identify the sum of the other elements in the row,
changed in sign. Note that the last row is composed by all0s,
since theLoss state is absorbing.

A. Computation of performance metrics

From the evolution of the number of agentsn[i] in a given
state for each areaLi, we can derive several indices that can
be used to assess the system performance. The transition rate
r
[i]
9:j expresses the frequencies at which requests are lost due

to limited resources. Thus, we can compute the loss rateΛi

at cellLi as:
Λi =

∑

j∈neigh(i)

r
[i]
9:j .

Note also thatn[i]
Loss represents the total number of user

requests lost in areaLi in the considered time intervalT ,
that is:

n
[i]
Loss =

∫ T

0

Λidt

which gives us insights on the number of transmission failures
that the users have experienced. The number of requests
enqueued for transmission at BSi for a given technology,
Q

[i]
WiFi andQ[i]

LTE, can be obtained directly from the elements
of n[i]:

Q
[i]
WiFi = n

[i]
WiFi local +

∑

j∈neigh(i)

n
[j]
WiFi remi

Q
[i]
LTE = n

[i]
LTE local +

∑

j∈neigh(i)

n
[j]
LTE remi

.

Note that, since BSi can serve also some of the users at
the neighboring locationsLj , the total number of enqueued
requests at BSi must consider such requests as well (terms
n
[j]
WiFi remi

and n
[j]
LTE remi

). Then, the total number of re-
quests waiting to be served in the system can simply be
computed asQWiFi =

∑

i Q
[i]
WiFi andQLTE =

∑

iQ
[i]
LTE.

Throughput corresponding to the BSi interfaces, denoted by
X

[i]
WiFi andX [i]

LTE , can be computed in a similar way. Specif-
ically, taking into account the speed at which each request is
served as well as the number of requests being served, we can
write

X
[i]
WiFi = n

[i]
WiFi localσ

[i]
WiFi +

∑

j∈neigh(i)

n
[j]
WiFi remi

σ
[j]
WiFi

X
[i]
LTE = n

[i]
LTE localσ

[i]
LTE +

∑

j∈neigh(i)

n
[j]
LTE remi

σ
[j]
LTE

whereσ[i]
WiFi andσ

[i]
LTE were given in, respectively, (1) and

(2).

V. PERFORMANCEEVALUATION

We now study the network presented in Fig. 1 in presence
of time varying high traffic loads, under three different radio
resource allocation policies. The network we consider is
composed by eight BSs, and each of them has two neighboring
BSs. The load varies in time and in space, creating bursts
in different locations of the network at different times (the
so-called flash-crowd events). The resource allocation policies
under study are as follows. TheUniform policy assigns to
every BS a constant and equal number of WiFi and LTE
resources. TheStatic one allocates to all BSs a constant but
non homogeneous number of radio resources; the number
depends on the traffic load distribution experienced in the past,
i.e., BSs that have experienced a high traffic load in the past
get more resources. TheDynamicpolicy allocates resources
according to the actual load experienced by a BS over time.
Given that the total number of resources is fixed, when a BS
gets more resources under the Static and Dynamic policies,
some other BSs will get fewer. The comparison among the
three policies is based on the computation of the following
performance indexes, presented in Section IV-A:

• number of requests lost by the network;
• WiFi average request queue;
• LTE average request queue;
• WiFi throughput for each BS;
• LTE throughput for each BS.

A. Setting and results

The network load is characterized by three request bursts
of 12 accesses per second by users within coverage areas
L2, L4, and L7. Specifically, the request burst affects BS2

from time instant0 s to 50 s, BS4 from 70 s to 120 s, and
BS7 from 140 s to 190 s. The peak load is typically higher
than the maximum capacity that a BS can handle: this creates
queues and, possibly, packet losses. Under regular traffic load
conditions, each BS receives0.05 access requests per second.
The network load for BSs0, 2, 4, and7 is reported in Fig. 5
(dotted lines).

The Uniform policy assigns to each BS4 WiFi channels
and25 LTE PRBs (per subframe). The Static allocates3 more
radio WiFi channels (total7) to BS2 and BS4, by taking
these channels from their neighboring BSs. In a similar way,



it allocates 15 more LTE PRBs (for a total of40 PRB per
subframe) to BS2 and BS4. The third burst experienced by
BS7 is not foreseen by the Static policy, hence no resource
increase is performed at that BS. The Dynamic policy leads
to an increase in the radio resources at all overloaded BSs,
including BS7, but only when a request burst occurs.

Fig. 3 depicts the time evolution of the total number of lost
requests under each policy. As expected, the Uniform policy
has the largest number of losses due to the overloading of BS2,
BS4 and BS7. The Dynamic outperforms all other policies, as
it leads to the least total number of dropped requests. The fact
that, from120 s to170 s, the Static policy implies fewer losses
than the Dynamic is a consequence of the delay in dynamically
allocating resources to BSs that become overloaded. However,
the unexpected burst at BS7 clearly causes a higher number
of losses under the Static policy (170− 200 s time interval).

In Fig. 4, we present the WiFi and LTE queue average
occupancy. The left plot shows that, under the Uniform policy,
less resources are available resulting in a shorter queue, i.e.,
many access requests are dropped. When the third burst
arrives, the Dynamic policy is the only one that provides
enough WiFi resources for handling the sudden surge in the
traffic load. Hence, a longer WiFi queue is observed. Again,
we remark that a longer queue does not mean a longer response
time, rather that fewer requests are dropped. The right plot
indicates that during the third burst the LTE queue is shorter
under the Dynamic policy, since more WiFi resources are
available and fewer switches to LTE are necessary (note that
curves referring to Static and Uniform overlap).

Finally, Fig. 5 depicts the incoming access requests and
the WiFi/LTE throughput for a BS with regular traffic load,
namely, BS0, and for the overloaded BSs (namely,2, 4 and
7) when the Dynamic policy is implemented. As it can be
seen, when the request queue at the WiFi interface becomes
too long (both at the local and at the neighboring BSs), LTE
starts being used. After the burst is over, both the LTE and
the WiFi technologies are still fully used for a bit longer in
order to let all pending requests be served. BS0, which is not
affected by any traffic burst, experiences an increased load
because it takes part of the neighboring BSs load on itself.
Specifically, it serves some requests generated by users within
L7 (for t > 150 s) and withinL2 (for t < 50 s).

VI. CONCLUSIONS ANDFUTURE WORK

We presented an analytical framework based on the Marko-
vian agent formalism, which models multi-RAT cellular net-
works. We envisioned a system where base stations can
provide Internet connectivity through the LTE as well as the
WiFi technology, and we highlighted how our framework can
model the different dynamics of the system reflecting the
user traffic. By solving the model through a mean-field based
methodology, we also showed that the framework can well
capture the system behavior in flash-crowd scenarios. Future
work will focus on the model validation through simulation,as
well as on the study of different user connectivity strategies.
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Fig. 3. Policy comparison: time evolution of the number of lost access
requests.
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APPENDIX

In this appendix, we show the transition rates of the tech-
nologies and cell switching to perform either off-loading or
upgrading. All rates uses the following support functions to
determine the neighbor BS when a cell switching is involved.
In particular, we callIC(cond) the indicator function, that
returns1 if the condition istrue, and 0 if the condition is
false. We also defineIM (. . .) as follows:

IM (j : v1, . . . , vj , . . .) =























0 if vj > min(vi)
1 if vj = min(vi) and

vk > vj∀k 6= j
1
n

if vj = min(vi) and
there aren vk : vk = min(vi)

(4)
In other words, functionIM (j : . . .) returns1 if its argument
vj is minimum among the other arguments,0 otherwise.
However if there other arguments equal tovj at the minimum
(n in total), the function returns1/n to equally share the
decision among the available candidate to simulate a random
selection policy.

WiFi switching to neighboring BSs.

r
[i]
6:j = µBS−Sw · IC(σ

[i]
WiFi < µmin) · IM (j : σ

[neigh(i)]
WiFi )

where the notationIM (j : σ
[neigh(i)]
WiFi ) means that function

IM (. . .) defined above is applied to all the BSk with
k ∈ neigh(i).

Switching from neighboring WiFi to LTE.

r
[i]
7:j = µτ−Sw · IC(σ

[j]
WiFi < µmin) ·

IC(Q
[i]
LTE < γmin · n

[i]
LTE resources)

r
[i]
8:j,j′ = µτ−Sw · IC(σ

[j]
WiFi < µmin) ·

IC(Q
[i]
LTE > γmin · n

[i]
LTE resources) ·

IC(Q
[j′]
LTE < γmin · n

[j′]
LTE resources) ·

IM (j′ : σ
[neigh(i)]
WiFi )

Loss of requests.

r
[i]
9:j = µτ−Sw · IC(σ

[j]
WiFi < µmin) ·

IC(Q
[i]
LTE > γmin · n

[i]
LTE resources) ·

∏

j′∈neigh(i)

IC(Q
[j′]
LTE > γmin · n

[j′]
LTE resources)

Upgrade.

r
[i]
10:j = µBS−Sw · IC(σ

[i]
WiFi > µmax)

r
[i]
11 = r

[i]
12:j = µτ−Sw · IC(σ

[i]
WiFi > µmax)

Note that upgrade occurs at different speeds, depending on
whether it involves technology switch or cell switch.

Radio resource allocation.

q
[i]
1 = η · ρ

[i]
WiFi, q

[i]
2 = η · ρ

[i]
LTE , q

[i]
3 = q

[i]
4 = η

whereρ[i]WiFi and ρ
[i]
LTE are the target resource level for the

considered policy at BSi. Note that due to Equation 3, the
system will converge to the target number of resourceρ

[i]
WiFi

andρ[i]LTE at a speed determined by parameterη.



 0

 2

 4

 6

 8

 10

 12

 14

 0  50  100  150  200

Uniform
Static

Dynamic

 0

 1

 2

 3

 4

 5

 6

 7

 8

 0  50  100  150  200

Uniform
Static

Dynamic

Fig. 4. Time evolution of WiFi queue (left) and LTE queue (right).
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Fig. 5. Dynamic policy: time evolution of traffic load, WiFi throughput and LTE throughput for cells0 (top left), 2 (top right),4 (bottom left) and 7 (bottom
right).


