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Abstract—Personal Protective Equipment (PPE) is one of the
primary defence mechanisms to reduce the exposure of the
personnel to hazardous environments. It’s significantly important
to Fire Fighters as they are constantly exposed to dangerous
elements such as fire, gas or chemicals. Unfortunately, in real-
time emergencies, such as fires, it is very difficult to identify if a
responder using PPE is fully equipped to reduce any accidents
in the workplace or even coordinate response actions due to the
high pace of the situation. A lack of a unified Fire Fighting PPE
image dataset was also observed, which makes the task of training
Machine Learning (ML) models to solve this problem a challenge.
To that end, we first create a general purpose FireFighter
Equipment Detection dataset. We then propose to utilise the
widely used YoloV5 Deep Network architecture to detect different
PPE components in real-time. This work leverages the pre-
trained YoloV5 model, using transfer learning to fine-tune the
model using the created detection dataset that contains targeted
Fire Fighter PPE images. By employing the pre-trained model
which requires substantially fewer training samples, we were able
to achieve a considerably good performance on the Fire Fighter
PPE object detection. The proposed method can distinguish four
different PPE components such as a Helmet, Gloves, Mask or
Insulated protective cloth, achieving high detection efficiency
which is experimentally established.

Index Terms—Object detection, PPE, FireFighter, YoloVS5,
Dataset, Data Collection

I. INTRODUCTION

The history of emergency responders, their method and
importantly the Personal Protective Equipment (PPE) they
used can be traced throughout the ages until today. As the
personal protection of first responders has been widely rec-
ognized, so the technology of PPE, as well as the on-site
safety procedures, have significantly evolved. Especially in the
field of Firefighting, where extreme conditions that are widely
varying in nature prevail, PPE is of especially significant
importance [1] [2] [3]. Unfortunately, in emergency situations,
the use of PPE by personnel is difficult to be monitored and
tracked since things are moving fast which results in two
problems. First, the performance and the correct application of
safety procedures is difficult to be monitored by the respective
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agency, which can result in misconduct in the field with severe
repercussions [4], even loss of life. The second problem is
an immediate extension of the former. In the case of an on-
site accident it is difficult to audit and produce the respective
forensics in the subsequent legal procedure [5] [6].

These aforementioned shortcomings begin to beg the ques-
tion of how a system can be established to keep track of the
PPE of firefighters in the line of duty. Artificial Intelligence
(AI), and in particular Object Detection through the use
of Deep Learning (DL) can effectively tackle the task of
recognizing the equipment of first responders. Modern field
equipment, that being wearable equipment or field monitoring
and actuating equipment, usually carry high definition cameras
in order to monitor the on-going situation and/or keep records
for later auditing. Deep Learning algorithms can actively
utilise the feed from those cameras to effectively track and
identify object in the camera field of vision helping the on-site
crew with operations. Deep Learning based PPE detection can
realise on-site identification of the correct application of PPE
equipment of first responders to accommodate the previously
mentioned drawbacks.

The use of Deep Learning dictates the availability of a large
quantity of field-specific data in order to train and validate the
constructed models to perform their intended task. Unfortu-
nately, as is widely recognized, case-specific datasets are a rare
commodity since they require the arduous task of collecting,
filtering and annotating the information in preparation to be
used for the training of Deep Learning models. Firefighting
PPE image data for the purpose of training PPE detection
models are no exception, shown a clear lack of either organised
or public data sources.

In response to the demand for a solid implementation of
a firefighting PPE detection and classification algorithm in
order to minimise on-site neglect leading to accidents and its
subsequent auditing, as well as the corresponding PPE dataset
targeting Firefighting protective equipment, and taking into
account the aforementioned preconditions, this work proposes
a novel robust Deep Learning architecture for Firefighter PPE
detection. Specifically, this work presents a DL model based
on the YoloVS5 architecture that utilises Transfer Learning



along with a custom Firefighter PPE annotated detection
dataset in order to apply optimised domain adaption, actively
conserving resources offering promising results. In summary,
the main contributions of this work are:

o Presents a custom annotated Firefighting PPE image
data collection for training and validating Deep Neural
Network in the task of PPE detection and recognition.

o Proposes a robust Deep Learning Architecture for object
detection on Firefighting PPE equipment for on-site PPE
detection.

o Implements and validates in a quantitative manner the
proposed methodology for optimized resource conserva-
tion based on Transfer Learning.

The rest of this paper is organized as follows. Section II
presents similar work performed for PPE and object detection.
Section III gives insight for the implemented methodology,
the developed model and the collected PPE dataset. Section
IV evaluates the presented methodology using quantitative
metrics. Finally, Section V concludes this work.

II. LITERATURE REVIEW
A. Object Detection

Object Detection is one of the fundamental task that where
sought of in the field of ML and DL and lunched a multitude
of subsequent innovations in both the application and research
sectors. Object Detection can be defined as the process of
both recognising a certain object within an image while also
localising it withing that image. One of the most prominent
Deep Learning Object Detection algorithm that was widely
adopted was the You Only Look Once (YOLO) [7] algorithm
due to its efficiency and speed in recognising objects in a
given image and localising it within a bounding box. Recent
developments in advanced Al-enabled Object Detection have
pushed the boundaries of this field with the release of newer
more optimized versions of the YOLO algorithm [8] [9] [10]
with the current version being YoloVS5.

B. Personal Protective Equipment Datasets

Personal Protective Equipment detection has come along
with advances in Al-oriented safety procedures. As there are
a lot to be gained through PPE detection, such as, on-field
surveillance, PPE oriented datasets have been increasingly
been sought of. It is well known that one of the basic pylons
and the same time the biggest bane of Deep and Machine
Learning is the available data in order to train and validate the
respective models. In this respect, some noteworthy datasets
have emerged. In particular, in [11] the authors propose the
CPPE-5 dataset that contains PPE of workers in the medical
field. In particular, the CPPE-5 data collection contains a
series of annotated images of medical workers wearing PPE in
different context and environments. The labels of the presented
data point to 5 object categories (coveralls, face shield, gloves,
mask, goggles). The work also analyses the performance of
state-of-the-art Deep Learning Object Detection models on
the provided Dataset with the focus of recognising non-iconic
Medical PPE objects within a scene.

In [12] the authors present a concurrent implementation
for Construction Site PPE compliance detection. In their
work, the authors collect and utilise images from construction
site surveillance video feeds construction a dataset of 2509
samples. The samples are annotated containing four different
classes, namely, NOT SAFE, SAFE, NoHardHat, and No-
Jacket. The authors employ a Deep Learning Convolutional
architecture, utilizing the pretrained YoloV3 object detection
model. The implemented system produces alerts when non-
safe flags are raised, proving feasibility in field deployment.

The work performed in [13] follows a similar principle.
The authors create two datasets for Construction Site PPE
object detection. The first dataset is a compilation of real
images containing different scenes that include different PPE
components. The second is a virtually created dataset of
construction PPE images. The data generation of the virtual
dataset takes advantage a 3D modeling and object gaming
engine to construct scenes that contain PPE components. The
authors utilise the virtual data with a domain adaption stem,
using real images. Using these data a Yolo model was trained
using both sets. The produced results show that this method
can train Deep models successfully, using only a sub-portion
of real images in conjuction with virtually created ones, for
object detection.

C. Object Detection Dataset

As it is widely acknowledged, one of the most basic pillars
of Machine and Deep Learning is the utilization of data.
Although a lot of research has been directed in defining
quality and rich datasets for the different problem categories
that Al tries to solve there is still a considerable lack of
datasets. Especially in Object Detection, where to solve a
problem an algorithm needs, except for high quality images,
the localized region of interest in the image. The discovery
of quality datasets is a difficult task since the production
of such a data collection is an arduous manual process and
very difficult to automate. Albeit this problem, some widely
utilised datasets for image and object detection has surfaced.
A good example presents the ImageNet [14] data collection.
ImageNet contains a set of hand-annotated images to train
and validate a Deep Learning model for large-scale object
detection. The dataset contains 14,197,122 annotated images
in two categories, namely, a) image-level annotation for the
presence or absence of an object and b) object level annotation
and localization with bounding boxes. ImageNet is constitutes
as a state-of-the-art benchmark dataset for model validation
and pre-training.

Another interesting example are the CIFAR [15] datasets.
They are distinguished in CIFAR-10 and CIFAR-100 where
the former contains 10 and 100 object classes, respectively.
The CIFAR-10 dataset contains 60000 colour images, of size
32x32, with 6000 images per class and without overlapping
objects or classes. On the other hand, CIFAR-100 contains
60000 images but 600 images for each class. The CIFAR-
100 contains also 20 super-classes with 5 non-overlapping
sub-classes each. These two datasets are also considered
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Fig. 1: Proposed PPE Dataset

benchmark data collections and are widely used for the task
of Object Detection on a wide scale.

Similarly, the Microsoft Common Objects in Context
(MSCOCO) image collection [16] is a large-scale dataset for
object detection. Specifically it is oriented in providing intu-
itive data for training Deep Learning models in the tasks of ob-
ject recognition, object segmentation and extraction, landmark
detection, and image/object captioning. The dataset includes
328K images. It contains around 200,000 annotated images,
segregated in a Training set of 83,000 images, a Validation
set of 41,000 images, and a Testing set of 41,000 images,
as of the latest release, and around 123,000 non-annotated
images. MSCOCO provides a variety of dependencies for
the different object detection tasks. In particular, the dataset
provides 80 object categories for training detection algorithms,
which include bounding boxes, localization and segmentation
masks for the classes contained in an image. Furthermore,
it includes a large number of images containing 17 different
key-points, including dense poses, for pose detection while
it provides 91 and 80 categories for background and scene
detection, respectively. Finally, the dataset includes image
descriptions for Natural Language Processing (NLP) oriented
problems.

This work leverages the YoloVS5 detection algorithm, pre-
trained on the MSCOCO dataset. Table I summarises the
attributes of the different existing Object Detection dataset,
along with the one produced in this work.

III. METHODOLOGY
A. Data Preparation and Generation

One of the two main contributions of this work is the
creation of a targeted Firefighter PPE detection dataset. This
work gives special care in collecting, processing and anno-
tating images containing Firefighters on the field, in different
states of operational preparedness using varying PPE com-
ponents. This dataset aims to be used to train ML and DL
algorithms in detecting the aforementioned PPE components
that firefighters use in operational situations. To create this

dataset, the following steps were followed. First, the data were
scraped from online sources, collecting a big pool of images
containing fully equipped firefighters in different situations,
such as, training exercises, during the mitigation of incidents
and in a variety of poses. This includes single firefighers or
in teams. Subsequently, utilizing the Labellmg software [17],
bounding boxes were manually drawn over the different PPE
components, producing the coordinates of the desired ROIs in
each picture. These were then annotated to contain the correct
class. The produced dataset contains four distinct PPE classes,
namely, i) Helmet, ii) Gloves, iii) Mask and iv) Insulated
protective cloth. Finally, using these information, the ground-
truth labels were produced in order to be used for training
the Deep Learning detectors. The data were exported in the
Yolo dataset format (1) in a txt file for each respective sample
for the training, validation and test sets, respectively. The final
collected dataset includes 342 annotated samples.

< object-class > < x><y > < width >< height > (1)

where each frame describes the class of the object of
interest, the © and y coordinates within the image and the
width and height of the object region of interest (ROI).

TABLE I: Publicly Available Object Detection Datasets

Dataset No. of classes | No. of signs |
Object Detection

ImageNet [14] 1,000 14,197,122
CIFAR-10 [15] 10 60,000
CIFAR-100 [15] 100 5,184
MSCOCO [16] 91 328,000
PPE Detection

CPPE-5 [11] 5 1,029
Construction Site | 5 2,509

PPE [12]

Safety Equipment | 7 180 (Real)
Detection [13]

This Work

FireFighter PPE | 4 342
Dataset-5 [11]
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Fig. 2: Proposed YoloV5 Architecture

For the implementation of the proposed algorithm, the
produced dataset was segmented into three slices, a Training, a
Testing and a Validation one. Each of these portions included
277, 34 and 31 samples, respectively.

B. Model Training

The presented methodology trains the YoloVS5 algorithm
on the collected PPE dataset. The YoloV5 model is pre-
trained on the MSCOSO large image collection, to enhance the
generalization and precision of the model on the task of object
detection. Since the MSCOCO dataset offers object detection,
object from image segregation and pose identification, pre-
training the model on this dataset will enhance the ability
of the detection model to successfully identify the different
PPE components, worn by firefighters on the field, from the
information rich background (e.g. an image containing the
deployment of rescue means, people and support equipment).
The architecture of the pre-trained YoloV5 algorithm is de-
picted in Figure 2.

For the purpose of training the pre-trained YoloV5 model,
the collected PPE dataset was segmented into a training set
of 277 samples, a validations set of 34 samples and a testing
set of 31 samples. The main aim of using an already trained
model is to significantly reduce the data requirements for
training the PPE detection model, as well as the computational
cost. To test this, the collected dataset leverages a small
number of images for detected a total pf 4 major firefighting
equipment classes, namely, i) Helmet, ii) Gloves, iii) Mask and
iv) Insulated Clothes. To reach this goal, this work leverages
the YoloV5 model, using transfer learning, to train only on
a small portion of PPE data. By applying a domain adaption
rational, using the PPE data on top of the YoloV5 trained
on the MSCOCO dataset, the model aims to use the semantic
information extracted by the multitude of general purpose data
of the MSCOCO image collection to be able to extrapolate
PPE specific information.

On a technical perspective, to implement the model, the
pytorch library was utilised along with the YoloV5 version
v6.1, which is publicly available [18].After the training of
the YoloV5 algorithm on the collected PPE dataset, the
model is able to input generic firefighting scenes, for example

firefighters trying to extinguish an urban fire, and produce
the classification of the protective equipment worn by the
firefighters. Specifically, as can be seen in Figure 1, the
algorithm is able to localize, draw and denote each component
of the PPE, from the aforementioned classes, on the image.

For the optimization of the bounding box localization, the
DIoU loss is effectively utilized since it shows an increased
performance with the YoloVS5 algorithm [19]. DIoU is a
direct extension of IoU (2) that optimizes the bounding box
prediction. In particular, we take

Area of Overlap B,N B,
IoU=—""—"—"—""=]J0U(B,,B,)==-"— (2
© Area of Union oU(By, Br) B, U B, @
and the distance
Lossioy =1 — 1oU 3)

where B, and B, denote the predicted and real bounding box
respectively. Then DIoU optimizes [oU by taking in consid-
eration the square of the diagonal dp of smallest overlapping
bounding box B, which contains B, and B,. Thus, we have
2
(Bj) — (B?)
DIoU:Iond—2 (G))
B

and its equivalent distance

2
(Bp) — (B?)
dj

As this function solves the non-intercecting bounding box
problem of IoU it help the model converge faster.

Lossproy =1 —DIoU =1— IoU — (®)]

IV. EVALUATION
A. Evaluation Environment

To realize the outlined methods, a mid-range evaluation
system was utilized. The experiments were performed on a
Linux workstation consisting of 16GB RAM memory, an i7
Intel core processor, and an NVIDIA GeForce RTX 2080
Ti 11Gb GPU. Since the resource allocation and experiment
times are relative to the evaluation environment, they are not
presented here.
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Fig. 3: Model Training

B. Metrics

To accurately measure the efficiency and efficacy of the
developed model, this work takes advantage of targeted met-
rics, widely used in object detection and recognition tasks.
In particular, this study leverages i) Recall, ii) F1-Score, iii)
the produced confusion matrix, iv) Mean Average Precision
(mAP) and IoU (intersection-over-union). These metrics are
oriented in measuring the efficiency of the trained model
on the collected dataset in a quantitative manner. The lower
tier metrics depend on the fundamental measuring of True
Positives (TP), False Positives (FP), True Negatives (TN) and
False Negatives (FN) that contribute to the establishment of
the Confusion Matrix of the classification output of the model
at hand. Based on these, the efficiency metrics are defined as:

TP
Precision = m (6)
which defines the precision (6) of the neural classifier,
TP
ReCall = m (7)
which defines the recall (7) or sensitivity of the classifier,
1
FI-Score = 2 % T T (8)

Precision + Recall

and the F1-Score (8) which is the weight average of the
combination of the two former. Furthermore, since we aim
to optimize an object classification problems, some problem
specific metrics are used. In particular, the Intersection over
Union is utilised (IoU) (2),

that defines the threshold on which the model will optimize
the process of matching the predicted bounding box tho the
ground-truth one, on the task of object localisation. This
threshold is used to make the final differentiation between the
state of the classification of a certain image, i.e., if the predic-
tions is a True Positive or a False Positive. Finally, to evaluate
the produced model, the mean Average Precision (mAP) (9)
is measured. The mean Average Precision is calculated as the
mean of weighted average precision in each threshold.

C
1
AP =N AP,
m C; 9)

Where C' is the number of classes, ¢ denotes the inspected
class and AP the weighted average precision of the i* class.

C. Evaluation Results

To evaluate the proposed methodology and dataset, the pre-
trained model was retrained on a sub-sample of the collected
PPE data. The YoloV5 model was trained for a limited number
of iterations, in this case 100, both due to the small number
of PPE samples and for optimization purposes. In particular,
this work aims to minimize the computational effort of the
produced model in conjunction with the available data by using
transfer learning. The model is trained on the training set of the
PPE dataset and evaluated using the testing set. For the tuning
of the detection process this implementation uses an IoU
threshold of 0.6 for normalizing the bounding box correlation
for the evaluation process. Figure 3 depicts the performance
of the detection model through the training procedure for 100
epoch. As can be seen, the models shows a steady loss decline
in the localization, detection and classification of the PPE
components within the provided images. During the training
a stady increase in the precision, recall and mAP[0.5:0.95]
can be seen which is also establish by the validation steps
throughout the training process.

The effect of the training on the small PPE sample can
be initially seen in Figure 4. In the quantified ratios, it can
be seen that most classes archive a low false positive to a
false negative ratio, with the exception of the Gloves class.
This can be attributed to the fact that gloves present the most
volatile characteristics in the PPE pictures. The gloves/hands
of the first responders are often found holding or maneuvering
something and so are hidden or merged/crossed with other
artefact in the image, resulting in a lower detection rate.
Nevertheless, this class detection shows a small error with the
rest of the classes. Similarly, the confidence of the prediction
on the subsequent classes can be seen in Figure 5. We can see
that the confidence of the network is high, reaching a peak
at about 80% F1-Score. Again we see that the class with the
lower confidence is the Gloves class, as mentioned.

On a more detailed evaluation of the results of the developed
model, in Figure 6 the Confusion Matrix of the predictions
can be seen. The produced model shows promising results,
as the detection for each class is 87% for the Helmet, 65%
for the Gloves, 78% for the Mask and 91% for the Insulated
Cloth samples, respectively, as the rest is attributed to the
background surroundings within the inspected image. The
evaluation results are summarized on Table II, showing the
measured efficiency of the prediction for each label, with the
overall mAP of the model reaching 81%.

V. CONCLUSION

In the field of critical operations, and especially in the field
of Firefighting, the application of PPE detection and monitor-
ing is crucial to ensure the correct use of the first responders’
protective equipment to avoid possible accidents safeguarding
the integrity of the Firefighter’s health. Adversely, in the case
of an accident, the outcome of the PPE detection can be used
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TABLE II: Overall results of FRs PPE detection

Class Labels Precision | Recall mAP@0.5
Helmet 63 0.965 0.865 0.958
Gloves 49 0.785 0.448 0.644
Mask 9 0.974 0.778 0.807
Insulated Cloth 65 0.932 0.847 0.928
all 186 0914 0.735 0.834

as forensics evidence in the subsequent legal auditing of that
accident. This paper first produces a custom dataset containing
images of Firefighters using PPE equipment. Subsequently, a
methodology to robustly detect Firefighting PPE equipment is
implemented by leveraging the YoloV5 algorithms, pre-trained
on the MSCOCO image collection. This aims at utilising a

model containing the semantic information of the MSCOCO
collection, applying domain adaption by using a small portion
of PPE images, thus conserving computational resources while
using a small data sample. The evaluation of the proposed
algorithm shows promising results, showing high accuracy of
detection for all classes.
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