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ABSTRACT OF THE THESIS

Design of a Portable Shape Display for Augmented Reality

by

Tse Tsui

Master of Science in Engineering Sciences (Mechanical Engineering)

University of California San Diego, 2020

Professor Tania Morimoto, Chair

Augmented reality (AR) supplements the real environment with virtual objects, offering

an immersive mode of interaction with potential for impact in a variety of applications. Recent

advancements have included the ability to use one’s phone as an AR display, which opens

the possibility of more wide-spread adoption. Despite improvements in tracking and image

processing, mobile augmented reality remains limited in its interactions, largely relying on

button presses on a screen. To improve the immersiveness of AR environments and the richness

of interactions, we propose a portable shape display and associated Unity App that enables users

to feel the virtual objects being rendered on their phones. The device consists of a 3 x 3 array

of pins, covered with a layer of soft foam to help make surfaces feel more continuous. A user

x



study is performed to evaluate the effect of important design parameters on the degree to which

interactions with various objects are perceived as realistic. Based on the results of this initial

study, a final device is fabricated and tested in a second user study aimed at determining the

effectiveness of the device at conveying shape information. Without visual feedback, participants

correctly identified a set of four shapes with 42.86% accuracy, demonstrating the potential of

the device to be used in conjunction with AR apps, including for education and design.
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Chapter 1

Introduction

Virtual reality (VR) and augmented reality (AR) offer a more immersive experience

compared to traditional computing methods. Augmented reality, in particular, has the potential

to improve even routine activities by supplementing the real world with virtual objects, which

can enhance the information available in real-time [4]. From the earliest Head-Worn Display

(HWD) in 1960s, to current commercial devices such as the Microsoft HoloLens headset, AR

devices are becoming increasingly available to the public. Applications such as manufacturing,

maintenance, training, and surgery show potential for improved efficiency, reduced errors,

improved safety, and lower costs [53] [66] [11]. The ubiquity of hardware, such as smartphones

and tablets, along with advancements in their computing power, has led to the expansion and

increased popularity of mobile AR applications [19]. For instance, mobile AR applications allow

tourists to explore the world with new interactive experiences. Students could also benefit from

AR technology by enhancing learning achievement, motivation, and performance in educational

settings [39] [1]. Despite the increase in popularity of AR devices, feedback has remained

largely limited to visual feedback [5].

Haptic feedback has the potential to enhance interactions in virtual environments[47].

A haptic device is a device relating to the sense of touch, including forces and torques sensed

by muscles and joints, or pressure, shear, and vibration sensed by mechanoreceptors in our

skin. Work to date has included a variety of devices, such as grounded haptic devices using

1



kinesthetic force feedback and ungrounded haptic devices with skin-deformation or vibrotactile

hatpic interface [22]. Encountered-type haptic displays represent another class of devices, which

the user can directly explore, rather than relying on intermediate tools. Shape displays, created

using an array of actuated pins, are one such promising encountered-type device [2], and have

been created using a range of actuators, including linear actuators, shape-memory alloys, and

hydraulics [41]. Although the size, actuation mechanism, and use-case varies, the majority

remain limited to displaying objects in only “2.5-D”, since the 2-D array is constrained to

remain in the plane of the table on which it sits [41]. In this work, we propose to enable a new

mode of interaction by developing a portable shape display that can be used to feel 3-D objects

over an unlimited workspace.

Figure 1.1. Device overview including portable shape display and integrated phone mount. A
custom Unity App displays virtual objects objects as the user explores the augmented reality
(AR) environment.
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1.1 Grounded Haptic Devices

Kinesthetic devices are one of the most common type of haptic interface. These devices

apply force to guide or inhibit the user’s movement, and can connect the user to an AR

environment. In order to apply relevant forces to the user, most kinesthetic devices are grounded,

and the base remain stationary on at able or other surface as the user interacts with the tool

or end-effector position of the devices. One example is the Geomagic Touch, also known as

the Phantom Omni, which can provide stiffness and textures of virtual objects as well as free

local space exploration. This devices is capable of six digree-of-freedom movement and three

digree-of-freedom force feedback [46]. The relationship between Geomagic Touch’s virtual

proxy coordinates and the global coordinates for all of the virtual graphic objects needs to

be synchronized to achieve appropriate interaction [64] [50]. Despite the improvements in

position accuracy, calibration errors and latency, the need for a fixed position of the grounded

kinesthetic device, along with the need for external headsets or tracking systems, make practical

implementation challenging [44][7].

Another categroy of grounded haptic devices in augmented reality includes body-

grounded kinesthetic devices. This kind of haptic device is attached to the human body, most

often the hand. The body is then used as a ground to absorb the reaction force during interaction

[52]. Devices, such as exoskeletons and haptic gloves, are a common form in this field. Various

actuators like classical DC motors, artificial muscles, pneumatic actuator, shape memory alloys

and dielectric elastomers have been used to achieve light weight, low cost and strong grasping

force feedback [54]. A few designs, such as DESR, Grabity and Wolverine, simulate kinesthetic

pad opposition grip force between fingers [69] [17] [18]. Previous designs on haptic gloves,

such as RMII-ND, WHIPFI, MR gloves and soft robotic glove, transmit force from the fingers

to the backside of the hand or wrist through linkages [12] [27] [9] [35]. There are also many

commercial haptic gloves, such as CyberGrasp, HaptX and VRgluv, available to the public.

Most applications for body-grounded kinesthetic devices, however, are in virtual reality, rather

3



than in augmented reality. Since these devices do not need to be fixed in one location, these

devices are more portable with cables and transmitting lines connecting to the actuators. One

challenge to this being portable, is that it is harder to synchronize with image displays in the

AR environment. Devices using a headset to track their location, need to be kept in the sight of

the sensor or the camera to render the haptic feedback [65] [3] [14]. Current research focuses

on the measurement of accurate hand gestures and positions for future cooperation between

body-grounded kinesthetic devices and image displays in AR environments [52].

1.2 Ungrounded Haptic Devices

In addition to the grounded haptic devices using kinesthetic force feedback, a large area

of research includes ungrounded haptic devices. Instead of direct kinesthetic force feedback,

some of these devices provide cutaneous feedback often via haptic illusions. They can be more

comfortable and lightweight for use in AR environments. Three main types of devices including

skin deformation devices and vibrotactile devices, which each stimulate the mechanoreceptors

in the skin to generate artificial human sensations, and mid-air devices, which use ultrasound to

generate the shape of objects or air flow to generate force feedback.

Skin deformation devices, providing cutaneous force feedback, can display multi-DoF

shear or normal force to our skin [56] [28]. Devices using lightweight and inexpensive belt-

driven mechanisms, such as hRing, W-FYD and Altered Touch, provide normal and stretch

stimuli on the finger and can create a sense of volume, stiffness and weight of virtual objects

[51] [8] [49]. Other type of devices driven by servos or DC motors with linkages, such as

LinkTouch, 3-RSR and 3-RRS, press mobile platforms on the fingerpad to provide translational

skin deformation and simulate contacts with virtual surfaces. [63] [42] [15][58]. Both belt-

driven and linkage designs have similar results to improve the performance and illusion during

specific tasks in AR environments [45]. Other devices using different mechanisms, including a

rolling sphere, skin-stretch for the upper limb, and forearm linkages have also been explored for
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creating skin deformation haptic feedback [68] [16] [48].

Vibrotactile devices use actuators, such as small linear resonant actuators, voice coils, or

speakers, to generate vibration for interaction cues, illusions of surface texture, or sensations of

force. By controlling the pulse width and delay of a sequence of actuators, we can provide a

sense of direction cues and continuous lateral motion with different frequency, intensity and

velocity [37] [21] [33]. Compared to kinesthetic devices, vibrotactile devices have high enough

bandwidth to generate high-frequency vibrations for modeling surface texture. Devices using

electrovibration effects can generate signal waves to render different surface textures [5]. The

sense of roughness and friction when interacting with a physical object can be presented using

voice coils and solenoids [20]. It is also possible to generate a sensation of pulling force or

simulate weight of virtual objects with vibration feedback [23] [24] [17]. Midair devices are

another class of ungrounded haptic devices that provide free space and lightweight interaction.

The 3D shape of virtual objects can be felt using focused ultrasound or air vortex without the

need to contact the actuators [43] [32] [60]. Force feedback can also be generated with air jets

or propellers [57] [31].

Similar to body-grounded haptic devices, most of the ungrounded haptic devices in

augmented reality face the challenge of syncing location of devices and images. Many tracking

systems, such as the ARToolKit gesture tracking system, AR headset, and 180 magnetic tracking

sensor, have been used to locate the ungrounded haptic devices [13] [49] [58]. For many skin

deformation devices and vibrotactile devices, the haptic feedback can only generate the illusion

of sensation instead of solid touch like grounded haptic devices. For Midair devices, most

designs are not portable due to the need to place actuators, including ultrasonic array and air

pump, on the ground.

5



1.3 Encountered Type Haptic Display

With the benefit of free exploration and an actual solid surface, encountered type haptic

displays provide convincing sensations compared to body-grounded kinesthetic devices [54].

Shape displays are one category of these devices that often uses a 2-D pin array to render the

contour of a virtual object. These displays are considered to have “2.5-D” because they render

the shape of 3-D objects with a grounded 2-D pin array, making it impossible to render a true

3-D shape [41]. Previous designs range from large-scale pin array displays, including FEELEX

and inFORM, to fingertip shape displays, such as PinPad [34] [25] [38]. A varity of differnece

actuators, including DC motors with lead screws, rotational servos with linkages, pneumatic

actuators, and shape memory alloy have been used to move the pin array the render shapes [30]

[61] [67]. Different device designs, such as having a small pin array on the fingertips or mobile

devices, and changing the shape of airbags in the hand, enable a true 3D shape display [29] [6]

[36] [62]. The challenge of applying encountered type haptic devices to virtual environments

also lies in the restriction of the workspace with external cameras or tracking systems and the

weight of sensors or actuators [59].

1.4 Contributions

The contributions of this work are as follows. (1) We propose a shape display (Fig. 1.1)

that enables true 3-D interactions, where the user can approach and feel the virtual objects

from any direction. This type of interaction differs from that of previous shape displays, which

are typically 2.5-D. (2) We propose a device design that enables an unlimited workspace and

is compatible with mobile AR, since it is not tethered or grounded and can be worn by the

user, while simultaneously viewing the AR environment. (3) We present a preliminary study

demonstrating users’ ability to identify virtual objects using the rendered shape information

alone, with no visual feedback, demonstrating its potential as a haptic feedback device for

interactions in AR.
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Chapter 2

System Design

In this section, we present the design of a portable haptic device that renders the shape

of AR objects using a pin array covered with a soft material, along with a customizable Unity

App. The design objectives of this device focus on creating a solid shape display, an unlimited

workspace, and a portable and open-source devices. First, the actuating system needs to provide

sufficient power to support at least the weight of the human hand. Second, an unlimited

workspace would enable users to explore the AR environment freely without the restriction from

the device or the system. To achieve this, the system itself should be able to synchronize the

image display of the AR environment and shape display haptic feedback without the need for an

external tracking system. Third, to create a portable design, the device must be lightweight and

have a small footprint. Portability enables outdoor AR interaction, allowing users to experience

more immersive AR interactions combined with daily life [55]. Finally, accessibility for the

public to the hardware and software designs could provide the opportunity to accelerate the

research and development for application in AR.

2.1 Hardware Design

To achieve a portable design, we aim to create a small volume and light weight device.

The portable AR shape display, shown in Fig. 2.1, consists of a 9 pin assembly arranged in a 3x3

grid. The dimensions and exploded view are shown in Fig. 2.2. A main base frame, made from

7



Figure 2.1. The proposed device uses a pin array covered with a soft material (shown on the
side for ease-of-viewing) to display the shape of AR objects. A smartphone installed with a
custom Unity App is used to track the motion of the device and to compute the parameters used
to render the proper shape.

acrylic, is designed to support this pin array, as well as create a space for the user’s hand to slip

inside. The dimensions of the device were selected to accommodate most adult hand sizes [26],

the phone size and location of the camera, and the linear actuator size. With the knowledge of

average human hand size, the space for the hand to slip inside is determined (130 mm x 100 mm

x 60 mm). A thick polyethylene foam is added on the top of the space to fit the back of the

user’s hand. It can increase user comfort and, when the user raises the device, still reserves a

uniform height of about 10 mm between palm and the pin array for displaying the shape.

The pin array has a total weight of 225 g and a sufficient number of pins to display the

contour of a sphere AR object in 100 mm diameter. To make the displayed shapes appear more

continuous, and to increase user comfort, a 3.175 mm thin layer of polyethylene foam is placed

over the pins, shown on the bottom right corner in Fig. 2.1. A fan is also attached to the base

frame to cool the linear actuators. The pin assemblies, shown in Fig.2.3a, each consists of a

8



Figure 2.2. The dimensions and the exploded view of the device are shown here. The
approximate volume and weight of the device, with an iPhone 7 plus attached, are 2.2×
106 mm3(2.2 L) and 1.2 kg. The device can assembled with 3D printed connector with M3
screws and nuts.

Portescap 20DAM10-K linear actuator and the pin itself, which is fabricated out of PLA and is

designed to easily be attached and removed. The linear actuator with 20 mm diameter weights

25 g and costs about 40 dollars. It can provide 15 mm maximum stroke length and 8 N force

output at 10 mm/s maximum speed, which is strong enough to support a human hand with a

weight of 0.6 kg (∼ 6 N). The linear actuator is selected due to its compact design. The actuator

consists of a bipolar stepper motor with a built-in lead screw, which can achieve translational

motion without the need for external mechanical components, such as a lead screw, linear slide,

or linkages, which many shape display devices use. The last critical hardware component is

an integrated phone mount that is needed to maintain the relative position of the smartphone

and the base frame to ensure proper rendering of the haptic feedback. The phone mount has

a window for the camera to maintain a clear field-of-view for sensing and rendering the AR

environments.
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(a) (b)

Figure 2.3. (a) Each pin assembly in the array mounts to the base frame and consists of a
removable 3D printed pin that attaches to the top of a linear actuator.(b) The integrated phone
mount provides a window for smartphone cameras to render the AR environments without being
blocked by the acrylic base frame.

2.2 Software and Electronics

In this thesis, we developed a Unity App that visually displays the AR objects, as well

as computes the parameters needed to render the haptic effects. The shape rendering method

is discussed in Chapter 2.3. We use an iPhone 7 plus, since it supports an AR library called

ARKit, which can combine device motion tracking and camera scene capture. Using this AR

library, all interactions begin with placing an AR object on a flat surface. These AR objects can

either be premade or can be objects that have been designed by the user. Information from the

dual cameras and motion sensor are then used to track the motions of the smartphone, render

the virtual objects, and compute the desired height of each pin in the array. This height data

is then sent via Bluetooth to the control unit, which consists of a micro control unit (Arduino

Mega) and a Bluetooth Low Energy module (HM-10) (see Fig. 2.4). The height information is

converted into the desired displacement of the 9 linear actuators, which are driven using Allegro

A4988 stepper motor drivers. We use an AC adaptor as a DC 12V 1A power source, but can

easily switch to a portable battery in future versions to enable truly unlimited workspace.
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Figure 2.4. Block diagram of the signal flows for the proposed system. Information about the
height of the device relative to the AR objects is captured using the dual cameras and processed
in the Unity App. This information is sent via Bluetooth to the MCU and used to control the
heights of the pins in order to display the desired shape.

2.3 Shape Rendering Method

In order to determine the heights of the pins needed to render a desired shape, the

distance between the linear actuator and the surface of the AR objects must be computed. In our

Unity App, we developed a ray-casting script that uses the camera on the phone to detect the

motion of the device and subsequently calculate the height of the collision between each linear

actuator and the surface of the AR object. As shown in Fig. 2.5, the red hand-shape is used as a

virtual proxy, representing the area felt by the user, and the white casting lines are the rays that

start 200 mm above the proxy and end at the bottom of it. Both the user proxy and the casting

lines move with the device, but only the proxy is visible to the user.

When the proxy moves inside the AR objects, the casting lines are used to determine

this penetration distance, which is equal to the total length of the casting line minus the distance

between the starting point of the ray and the point of contact between the ray and the surface of

the virtual object. This height data, which is proportional to the desired height of the pin, and

therefore the distance that the linear actuator needs to move, is then sent via bluetooth to the

11



Height data 
User proxy

AR object

Ray casting lines
Ray start 

point

Ray 
end 
point

Contact 
point

Figure 2.5. Method for rendering the shape of a virtual sphere as (from left to right) the red
hand-shape user proxy moves into the virtual blue sphere. A ray-casting script calculates height
of the collision between each linear actuator and the surface of the AR object. A simulation of
the shape display corresponding to this interaction is shown as a time-series below.

MCU.

There are two main factors contributing to the effectiveness of the shape rendering– the

maximum speed and the maximum stroke length of the linear actuators. Because the actuators

are controlled in such a way that the entire display is refreshed at once, the maximum speed of

the actuator, along with the distance the actuator needs to travel, determines the refresh rate. For

example, traveling through the worst case scenario of the maximum stroke length (15 mm) takes

2.2 seconds at its 10 mm/s maximum speed, while it only takes 0.07 second to travel 1 mm. It

should be noted that to avoid noticeable delays between each refresh, the user should limit his or

her speed of exploration to the maximum speed of the actuators, if moving continuously. Since

this is slower than typically comfortable for human movement, an alternative is to pause between

large movements. Selecting actuators with higher maximum speeds would help improve the

refresh rates of future versions. Since the actuators are limited by their stroke length, if the

proxy moves too far beneath the surface of the AR object, the device will saturate and the object

will render as a flat surface (see last image in Fig. 2.5). To avoid this saturation and help convey

12



to the user that they have pushed too far into the virtual object, a pushing force is simulated by

commanding all actuators to move 1 mm at maximum speed if any actuator comes within 5 mm

of its maximum stroke length. The purpose is to try to convey to the user that they have hit a

boundary and should move back out. Another option is to allow users to move the position of

AR objects when penetrating the surface with more than a given value. This situation is mostly

important for the user studies where the virtual objects are not visually displayed to the user. In

real use-cases with visual feedback, we do not anticipate this issue.
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Chapter 3

Device Parameter User Study

In this study, we aimed to determine whether the size, shape, or contact stiffness of

the pin array affects user’s interaction with virtual objects. There were three main research

questions we looked to answer. The first question was whether there is a correlation between

hand size and preferred pin size. In other words, do users with a similar hand size prefer a

similar pin size? The second question was whether specific pin shapes are more suitable for

rendering particular objects. The final question was whether softer contact foam covering the

pin array could help to improve object rendering. With better knowledge of these parameters,

we can determine whether there is a need to have a customized setup for users, and which device

parameters will enable more realistic object rendering.

To evaluate the effects of various device parameters, 15 right-handed participants took

part in the three experiments described in this section. Participants were 20-34 years old

and there were 8 males and 7 females. Eight of the participants had prior experience with

VR/AR devices, and twelve had prior experience interacting with haptic devices. The proximal

interphalangeal joint (PIJ) breadth (equivalent to the width of the middle finger at the knuckle)

and the hand breadth were measured for each participant at the start of their session [26].

Based on the PIJ breadth value, participants were split into one of two subgroups, since we

hypothesized that users with different hand sizes would prefer a device with different pin sizes.

Group 1 consisted of 7 subjects with a mean PIJ of 16.36 ± 1.15 mm, and Group 2 consisted of

14



(a) (b)

Figure 3.1. A simplified, non-mechatronic version of the device is used to determine device
design parameters. (a) The actuators are replaced with 3D printed pin assemblies that can
directly reflect the shape of a physical object (blue ball) located beneath the device. (b) Each
3D printed pin assembly consists of a contact block, a 3D printed bar and a bottom block.

8 subjects with a mean PIJ of 18.29 ± 0.68 mm. All participants provided written informed

consent prior to the study in accordance with the UC San Diego Institutional Review Board.

3.1 Device Setup

Because the goal was to evaluate the effects of various mechanical parameters of the

device, independent of the haptic rendering algorithm, a simplified, non-mechatronic version of

the device was used (Fig.3.1). In this version of the device, the actuators were replaced with

3D printed pin assemblies that slide up and down based on interaction with an actual physical

object, therefore directly reflecting the object’s shape. The contact block is designed to easily be

swapped depend on the parameters needed for each experiment. The 3D printed bar is designed

to limit the maximum displacement of 3D printed pin assembly to be the same as maximum

stroke length of the linear actuator, which is 15 mm. The bottom block is designed in a semi-

sphere shape to smoothly scratch through the object’s shape. A thin (3.175 mm) polyethylene
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Figure 3.2. Example of user interaction with an actual physical object when using the simplified
device in the first user study.

foam was placed over the pins as a base layer. The adjustment the thick polyethylene foam,

described in Chapter 2, was needed for each participants to ensure their hand was pressed on

the 3D printed bars with comfortable and movable space of 10 mm for proper shape display.

3.2 Experimental Procedure

Before the study began, participants were given 5 minutes to practice using the simplified

device to feel an actual sphere (76.52 mm in diameter), followed by a cuboid (150 mm x 128 mm

x 74 mm). The study consisted of three experiments, with six trials each. For each experiment,

participants used the simplified device with varying parameters to feel the same sphere and

cuboid in 5 minutes. Each experiment was designed to measure a particular parameter shown

in 3.1– pin size, pin shape, or contact foam stiffness- hypothesized to affect perception of the

haptically rendered objects.

At the end of each trial, participants were asked to evaluate their level of agreement

on a 7-point Likert scale (1 = strongly disagree, 7 = strongly agree) to the statement, “This

interaction feels real”. For all experiments, a two-sided T-test with a significance value of 0.05

was used to determine whether there was a significant difference between any two independent
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Table 3.1. All of the parameters used in device parameters user study are shown in this table.
One section of the study was designed for each of the 3 parameters. For each section, the other
two parameters were the same and participants used 3 out of the 4 categories(A,B,C and D).
Examples of pins are drawn on the right, where D is the diameter of pin size and all pin shapes
are inscribed in a circle of diameter D.

groups of data.

3.3 Pin Size Experiment

3.3.1 Experimental Setup

The non-mechatronic version of the device was fitted with a set of pins that were either

13, 16, or 20 mm in diameter, shown in the row of design parameters “Size” of Table 3.1. The

pins all had a circular cross section. No contact foam other than the base layer was used.

3.3.2 Results and Discussion

To determine whether hand size affects which pin size leads to a more realistic object

interaction, the two subgroups, were compared. There was no statistically significant difference

found for any pin size (p=0.43, 0.73, 0.95 and p=0.41, 0.85, 0.31 for the sphere and cube,
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Figure 3.3. The data visualization of three experiments are shown here. The plots are created
by centering around the neutral value (4 point) and plotting the data in a horizontally stacked
percentage bar chart using MATLAB.

respectively). The data from these two groups was therefore combined for the remainder of the

analysis in this pin-size study.

The visualization of combined data is shown in the first column of 3.3. As shown in

Table 3.2, there was a statistically significant difference between the 13 mm and 20 mm pins

for interactions with the sphere, where participants preferred the larger pin size. There was no

statistically significant difference between pin sizes for interactions with the cube. The results

showed that, contrary to the initial hypothesis, preference for pin size was not dependent on

hand size as measured by the PIJ breadth. The remainder of the experiments in this chapter

use different pin sizes based on hand size, however, the final device, described and tested in

Chapter 4, uses a single pin size for all participants due to the results shown here. The larger (20

mm) pins are selected for that final device since the results showed that participants thought that

interactions felt more realistic with these larger pins, at least when interacting with a spherical

object. There was no obvious preference for a particular pin size when interacting with a

cube-shaped object.

18



Table 3.2. Results from evaluating pin size, pin shape, and foam stiffness

Pin Size [mm] Pin Shape Foam Stiffness [psi]
(comfort)

A B p-val A B p-val A B p-val p-val

Sphere
13 16 0.09 Circle Hexagon 1.00 2-5 5-9 0.90 0.42
13 20 0.01* Circle Square 0.91 2-5 9-14 0.04* 0.12
16 20 0.45 Hexagon Square 0.91 5-9 9-14 0.07 0.50

Cube
13 16 0.16 Circle Hexagon 0.58 2-5 5-9 0.70 0.26
13 20 0.24 Circle Square 0.66 2-5 9-14 0.02* 0.03*
16 20 0.89 Hexagon Square 0.31 5-9 9-14 0.05* 0.19

*Significant difference between groups (p<0.05)

3.4 Pin Shape Experiment

3.4.1 Experimental Setup

The non-mechatronic version of the device was fitted with pins of different shapes,

including circular, hexagonal, and square, shown in the row of design parameters “Shape” of

Table 3.1.. Dimensions of each shape were selected such that the shape was inscribed inside a

circle of diameter D, where D was selected based on the user’s PIJ breadth. For participants in

Group 1, D = 16 mm and for Group 2, D = 18 mm. No contact foam other than the base layer

was used.

3.4.2 Results and Discussion

The visualization of data is shown in the second column of 3.3. As seen in Table 3.2,

there was no statistically significant difference between any of the pin shapes for interactions

with the sphere or the cube. It was therefore determined that the pin shape did not appear to be

a crucial design parameter, at least in the context of perceived realism of objects, and a circular

pin shape was selected for the final device design.
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3.5 Contact Foam Stiffness Experiment

3.5.1 Experimental Setup

The non-mechatronic device was fitted with circular pins, whose size was again deter-

mined based on their hand-size group (16 mm diameter for Group 1 and 18 mm diameter for

Group 2). Three different stiffness of neoprene foams, shown in the row of design parameters

“Foam stiffness” of Table 3.1, were then placed below the thin base layer and users could again

interact with the physical objects. All three foams had a thickness of 6.35 mm and the stiffness

values, as reported by the manufacturer, were 2-5 psi, 5-9 psi, 9-14 psi, where stiffness was

represented as the pressure to compress 25% of the thickness. Participants were asked to respond

and evaluate their level of agreement on a 7-point Likert scale to an additional statement: “This

interaction feels comfortable”.

3.5.2 Results and Discussion

The visualization of both real and comfortable data are shown in the third and fourth

column of 3.3. For interactions with both the sphere and cube, there was a statistically significant

difference between the reported realism using the softest (2-5 psi) and hardest (9-14 psi) foams,

with the softer foam rated as feeling more realistic. In addition, for interactions with the cube,

there was a statistically significant difference between the reported level of comfort between

these same two materials, with a preference again towards the softer foam. The softest foam

was selected for the final device.
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Chapter 4

Object Identification User Study

As a result of the findings from the study described in Chapter 3, we fabricated a fully-

functioning device with 20 mm diameter circular pins and 2-5 psi stiffness foam. All participants

were asked to use this same device to interact with and identify various AR objects. The goal

was to evaluate the effectiveness of the device in displaying shape information for augmented

reality. Seven right-handed male participants took part in this final experiment. Participants

were between 15-29 years old, and their mean PIJ breadth was 17.26±0.78 mm. Two of the

participants had prior experience with VR/AR devices, while the other five did not. All of the

participants had prior experience interacting with haptic devices. All participants provided

written informed consent prior to the study in accordance with the UC San Diego Institutional

Review Board.

4.1 Experimental Procedure

The study consisted of 1 practice session, followed by 12 trials. During the practice

session, participants were asked to do the same adjustment of the thick polyethylene foam for

the proper shape display, described in Chapter 3.1, and use the device to interact with 2 different

objects (an ellipsoid and a wedge), both with and without being able to visually see them. The

objects were all surrounded by a cube frame that was designed to indicate the workspace in

which to interact. During the actual study, a different set of objects was rendered inside this same
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Figure 4.1. Confusion matrix showing true rendered shape versus predicted shapes.

frame, however, the objects themselves were not visually displayed. For each trial, participants

interacted with a single virtual object and were asked to identify which of the four objects

(sphere, cylinder, cube, or pyramid) they felt, as well as their level of confidence (on a 5-point

Likert scale) in their selection, where 1 meant “not at all confident” and 5 meant “extremely

confident”.

4.2 Results

Results from the experiment can be seen in the confusion matrix in Fig. 4.1. Participants

were successful in identifying the correct shape of the virtual objects with 42.86% accuracy,

and, given a maximum of 90 seconds per trial to interact with the virtual object, participants

responded in an average of 76.79±17.7 seconds. There was no statistically significant difference

between correctly and incorrectly identified virtual objects for either the time or confidence

level (shown in Table4.1.) Sensitivity and precision values were also calculated for each of the

objects. The pyramid had the highest sensitivity value, meaning that it had the highest rate of

being correctly identified when it was presented. It also had the highest precision value, meaning

that it had the highest probability of being correctly identified among all shapes identified as a

pyramid. These results indicate that features such as the peak of the pyramid may be easier to

distinguish when no visual feedback is present. Qualitative feedback from participants seem to

match this analysis, since many reported a strategy of first locating any corner-like sensations in

the environment. Although the precision value for the cube was slightly higher than that for the

sphere, their sensitivity values were equal, generally indicating the difficulty in distinguishing
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Table 4.1. Results from evaluating time and confidence level.

Average Total Correct Incorrect p-val
Time(s) 76.80 ± 17.70 75.54±18.17 77.5±17.62 0.61
Condifence level 3.05±1.18 3.30±1.21 2.85±1.13 0.083

between a curved surface and a flat surface with edges when no visual feedback is given. The

most likely explanation is that the lack of visual feedback means it is easier to penetrate too far

beneath the surface of the virtual object, causing the device to saturate and render a flat surface

as shown previously in Fig. 2.5. The cylinder proved the most difficult to identify, likely due

to its combination of both flat and curved surfaces, as well as curved edges. The limitation of

this user study lies in the speed limit and weight of the device. The speed limit of 10 mm/s

restricts user’s movement and 1.2 kg weight of the device could cause fatigue to the user after a

continuous 10 minutes of usage. Therefore, the practice section, time limit, and resting time for

these experiments is needed.
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Chapter 5

Preliminary Application

Applications of AR devices range from selfies, gaming, and art, to navigation, education,

and manufacturing. In this chapter, we present two preliminary applications for the device. The

first application is a beating heart object that can demonstrate a dynamic surface motion. The

second application is an mass-spring-damper (MSD) system that demonstrates the movement of

a cuboid mass can be affected by changing the spring and damping coefficients. Using a similar

approach, many other applications can be developed for the portable shape display.

5.1 Dynamic Surface Demonstration

Examining a virtual 3D heart through an AR headset may be helpful to learn the

structure of heart. Feeling the cardiac cycle through AR devices, on the other hand, can provide

more information than visual feedback alone. In Fig.5.1a, we create a beating heart model to

demonstrate the ability of the device to render a dynamic surface. The cardiac cycle animation

and mesh of the beating heart model, shown in Fig.5.1b and Fig.5.1c, is purchased from the

Unity asset store. In the Unity App, the device displays the shape of the heart when contacting

the surface of the mesh grid. Rather than modifying the mesh grid to adapt in size based on

the beating motion, we simplified the simulation by adding four ellipsoids representing the

four chamber of the heart (Fig.5.1d to Fig.5.1g). When each chamber of the heart expands or

contracts in the animation, the corresponding ellipsoid expands or contracts as well, while the
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Figure 5.1. (a) In the Unity App, a virtual beating heart is placed on the table for the user to
feel the heartbeat in contact with the surface of AR environment. (b) and (c) The virtual beating
heart model has mesh grid for rendering virtual object surface. (d) to (g) Four ellipsoid virtual
objects are created to provide surface motion that move with animation.

original mesh grid remains static. Other than adding four ellipsoids and synchronizing their

movement to the cardiac cycle animation, no additional software is needed compared to the

original setup. The size of beating heart, the speed of animation and the amount of the ellipsoids

can be customized to generate more genuine surface motion. The fastest heart beat depends

on the maximum speed that the device can render, which is currently 10 mm/s. Many possible

scenarios of dynamic surface motion can be designed including, for example, a ripple on the

surface of water and the shaking of an old engine that needs to be repaired. With these types of

applications, the device can provide more immersive experiences in AR environments.

5.2 Mass Spring Damper Demonstration

In Fig.5.2(a), We create a mass-spring-damper system to demonstrate the ability of the

shape display to render a physical simulation, with varying system parameters, to the user. A

blue virtual cube, as shown in Fig.5.2(b), with a weight of 1 kg, is connected to a fixed point
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Figure 5.2. (a) In the Unity App, A MSD system is created to demonstrate a physical simulation
with changeable spring and damping coefficient. (b) A 1kg virtual cube is connected to a fixed
point with a virtual spring and damper. (c) A panel is used to change spring and damping
coefficient in real time. User can feel the shape of cube slider when changing the coefficient of
the MSD system.

above a black plane, which indicates the equilibrium position of the blue virtual cube under

default parameters, with a transparent virtual spring and damper. A green virtual panel, as

shown in Fig.5.2(c), with two slider bars show the minimum, current, and maximum values of

spring and damper coefficients for the MSD system. During the interaction, user can move the

orange slider to change both of the coefficient and, therefore, change the feeling when pressing

on the blue virtual cube with the portable shape display device. The difference in speed and

oscillation of the blue virtual cube motion can be felt. The user can also feel the shape of the

orange slider to make it easier to interact with. An extra Unity script is needed to change both

of the coefficients in real time. The speed limitation of this application is similar to the previous

dynamic surface demonstration. If the blue virtual cube oscillates faster than 10 mm/s, the

rendering shape will not coordinate with the image display. The benefit of this application is

that user can feel the physical simulation under changing parameters, which could potentially

help them better understand the dynamics of physical world.
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Chapter 6

Conclusions and Future Work

In this work, we present a portable shape display for interacting with 3-D objects in

augmented reality. A user study is performed to determine the effects of important design

parameters, including pin size, pin shape, and foam stiffness, on the perceived realism of

interactions with virtual objects. The responses were evaluated on a 7-point Likert scale

and analyzed using a two-sided T-test with a significance value of 0.05. The results show a

preference with a statistically significant difference for a pin size of 20 mm over 13 mm and

foam stiffness of 2-5 psi over 9-14 psi. A final device, using parameters based on the results of

device parameters user study, is then fabricated and tested to evaluate users’ ability to identify

different objects using only the rendered shape information without visual feedback. At the

end of this thesis, we present two possible demonstrations for the preliminary application of

this device. In the dynamic surface demonstration, a beating heart is presented to simulate the

effect of a moving surface. In the mass-spring-damper demonstration, a cuboid MSD system is

presented to test the of this device during interaction in the AR environments.

In the future, the device design, parameters, and performance, can be improved with

further studies. For the hardware design of the device, the motor can be changed to a faster

version (still with sufficient holding torque) to reduce the time delay during exploration. Multiple

or a more sophisticated microcontroller can also be used to allow faster user movement when

rendering a shape. The power input can be replaced by a battery to enable truly unlimited
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workspace. Besides the adjustment to the equipment, the weight of the device can be significantly

reduced by moving all of the control unit and the pin array to user’s arm or body without

restricting of interaction in the AR environments. Cooperation between multiple devices is also

possible to provide new interactions among users. For the software design of the device, the

Arduino and Unity programs can be improved to change the sampling time for rendering the

shape based on the user’s moving velocity. The current design only passively displays the shape

of encountered AR objects. It is possible to interact with AR objects by adding a pressure sensor

on the top of each pin assembly to sense the hand gesture of the user as the feedback signal.

Combination with other haptic devices, such as adding vibration feedback on the pin array, is

also possible to provide richer feedback[10].

To better understand the effects between device setup and realistic feelings for the

user, more user studies can be performed by including a wider range of setting for the device

parameters. For example, different number, height, or arrangement of the pin array, and different

sizes of AR objects could be tuned to reach a higher resolution or comfort level [40]. The device

performance can be evaluated in more realistic use-case scenarios that include visual feedback,

and features can be added to enable manipulation of the objects as well. Existing applications in

AR that include mostly visual and tactile feedback, such as drawing 3D solid objects in the air,

changing terrain with a handheld controller and assembling a structure, could be improve by

this device. It is also possible for students, designers, tourists and people in industry to benefit

from learning, creating art, exploring, and solving technical problems through the interacting

with this portable shape display.
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