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Abstract 
 

This paper describes and evaluates an algorithm for 
real-time people detection in video sequences based on 
the fusion of evidence provided by three simple 
independent people detectors. Experiments with real 
video sequences show that the proposed integration-
based approach is effective, robust and fast by 
combining simple algorithms. 
 
1. Introduction 

 
Automatic people detection in video sequences is a 

complex problem with potential application to a wide 
variety of tasks mainly related, but not limited, to 
automated video surveillance and monitoring. The 
complexity of this problem is mainly due to two 
reasons. Firstly, there is no easy way to define a model 
that characterizes how a person will appear in an 
image, since humans may adopt an enormous variety 
of poses that can rapidly change, for instance, while 
walking or even standing. This is worsened by a 
disguising effect due to clothing, accessories or even 
hairstyle. Secondly, live video sequences must be 
analyzed in real time in a majority of applications. 

Thus, real time constraints limit the complexity of 
the detection algorithms that can be applied in practice, 
while simple and, thereby, fast people detectors cannot 
independently cope with the intricacy of shapes and 
appearances that characterize the human body. 

This paper proposes a tradeoff solution to that 
problem by fusing the evidences provided by three 
relatively simple and fast people detectors. 
Experiments show that the proposed integrated 
detector is more effective and robust than the original 
detectors applied on their own, and does not sacrifice 
the real-time response required for analysis of live 
video. These results suggest that such an integration-
based approach is likely to be advantageous for 
combining other people detectors, no matter their 
complexity, as it allows them to complement each 
other. 

The paper is organized as follows. Section 2 briefly 
summarizes previous work on people detection, 
including two of the detectors that have been chosen to 
be integrated in this work. Section 3 describes how this 
integration has been performed. Section 4 presents and 
discusses experimental results with real video 
sequences, comparing the performance of the proposed 
integrated detector with the ones of the three original 
detectors applied on their own. Finally, conclusions are 
given in section 5. 
 
2. Previous Related Work 

 
People detection algorithms can be classified into 

two broad families depending on whether they analyze 
contours (silhouettes) or regions. Most approaches rely 
on some kind of background segmentation stage that 
initially extracts relevant objects such that subsequent 
processing is limited to those parts. 

 The majority of people detectors currently belong 
to the contour analysis family. In many cases, they 
apply a training phase for determining a set of 
silhouettes representative of typical people poses (e.g., 
walking, standing, sitting). For instance, [1] creates a 
table of fixed-length vectors that describe the shape of 
a set of prototype contours. Those vectors are then 
compared to the ones extracted from the analyzed 
images. Alternatively in [2], template silhouettes are 
compared to the actual contours through the Chamfer’s 
distance. Instead of keeping and comparing 
representations of real contours, [3] proposes the use of 
Markov random fields in order to better capture the 
complexity and variability of silhouettes of people.  

A different approach proposed in [6] does not keep 
full silhouettes but distinctive segments of them 
referred to as edgelets. A training phase searches for 
edgelets in contours of people, as well as for their co-
occurrence probabilities. Those edgelets are then 
sought in the analyzed images and their co-occurrences 
evaluated in order to assess the presence or not of 
people. This method is tolerant to partial occlusions. 

The previous techniques rely on the storage and 
comparison of prototypes of full silhouettes or parts of 
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them. Alternatively, other schemes are directly based 
on information extracted from the analyzed silhouettes. 
For example, the technique in [7] determines the pose 
and location of body parts from the silhouette of a 
person. It first applies the Graham’s algorithm for 
computing the convex and concave hulls of the given 
contour. The vertices of those polygons and the 
principal directions of the silhouette are used to predict 
the position of the head and, thereafter, of the hands, 
feet and torso. Another approach proposed in [8] 
iteratively computes the largest ellipse contained in 
every foreground region obtained after background 
subtraction. The aspect ratio of the ellipses and the 
iterations required to find them allow the system to 
determine whether the silhouette corresponds to a 
person or not. These two techniques have been chosen 
to be integrated in the algorithm described in this paper 
for their simplicity and efficiency. 

Besides the majority of silhouette-based people 
detectors, other techniques analyze image regions. For 
instance, [4] applies color segmentation for extracting 
uniform regions from the analyzed images. These 
regions are then matched to the nodes of a tree that 
represents the constituent parts of a person, as well as 
their associated topological relationships and 
probability distributions. Another approach described 
in [5] considers a model of a person constituted by 
three rectangles that denote the locations of the torso, 
head and face. The typical percentages of foreground 
pixels inside the three rectangles and of skin pixels in 
the face rectangle are precomputed based on training 
images. The foreground pixels of the analyzed image 
are then obtained by background subtraction and a skin 
color detector is applied. The system then generates 
multiple hypotheses about the locations of the three 
rectangles of the model and chooses the ones whose 
percentages calculated from the analyzed image are 
most similar to those precomputed for the model.  
 
3. People Detection by Evidence Fusion 

 
The proposed people detector fuses evidences 

derived from three independent fast people detectors: 
two of the silhouette-based techniques overviewed in 
section 2 ([7][8]) and the straightforward aspect ratio. 
The three detectors are separately applied to every blob 
detected as a foreground object by a background 
subtraction scheme proposed in [9]. Occlusions and 
groups of people are not considered. 

A number of people-related features are extracted 
from each detector after applying it to a specific blob. 
Each feature is then mapped to a measure of evidence 
regarding the presence of a person within the blob. The 
evidences generated in that way from a detector are 

then adaptively fused in order to generate its overall 
evidence. Finally, the evidences corresponding to the 
three detectors with respect to the same blob are 
adaptively fused into a combined evidence, which is 
then thresholded in order to make the decision about 
whether the blob corresponds to a person or not. 

In order to generate a measure of evidence from a 
given people-related feature x, the latter is assumed to 
approximately follow a normal distribution of 
mean µ and standard deviation σ . Both parameters are 
experimentally determined for every defined feature by 
considering a training set with images of people in 
usual postures. The evidence of the given feature is 
then defined as a real value between zero and one, the 
latter when the feature is equal to its associated mean: 
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The first detector being fused is based on a single 
feature, the aspect ratio of the blob, which is defined as 
the quotient between its width w and height h. The first 
evidence is thus defined as: ( )hwEE

aaa /,σµ= , where 

aµ and aσ are the mean and standard deviation of the 
aspect ratios computed from the training set (e.g., 

3.0=aµ , 2.0=aσ  in this work). 
The second people detector applied to every blob is 

based on the algorithm proposed in [8], which 
iteratively computes the largest ellipse contained in the 
foreground region associated with the blob. All ellipses 
are sampled into a predefined number of points (e.g., 
100). The number of iterations is limited to a 
maximum (e.g., 100=MAXi ). The iterative fitting 
process stops either when the ellipse is fully contained 
in the blob’s foreground region or when the number of 
iterations reaches the maximum. In the latter case, the 
ellipse may not be fully contained in the blob’s 
foreground, with some of its points lying outside of it. 
Three features are evaluated for this detector based on 
the fitted ellipse:  

(a) The ratio between the number of iterations and 
the maximum: MAXii / . Let 1eµ  and 1eσ  be the 
mean and standard deviation of that ratio as 
computed from the training set (e.g., 8.01 =eµ , 

15.01 =eσ  in this work). The evidence for this 
feature is defined as: ( )MAXe iiEE

ee
/

11,1 σµ= . 
(b) The percentage, p, of sampled points that lie 

outside the blob’s foreground, if any. Let 2eµ  and 

2eσ  respectively be the mean and standard 
deviation of that percentage as computed from the 
training set (e.g., 07.02 =eµ , 12.02 =eσ  in this 
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work). The evidence corresponding to this feature 
is defined as: ( )pEE

eee 22,2 σµ= . 
(c) The ellipse’s aspect ratio, r. Analysis of the 

training set has shown that this feature is 
distributed as a mixture of two normal 
distributions of mean and standard deviations 
( 3eµ , 3eσ ) and ( 4eµ , 4eσ ) respectively (e.g., 

28.03 =eµ , 04.03 =eσ , 6.04 =eµ , 1.04 =eσ  in this 
work). Hence, the evidence for this feature is 
defined as: ( ) ( )rErEE

eeeee 4433 ,,3 σµσµ += . 

The final evidence, eE , associated with this second 
detector is defined as the average of the above three 
partial evidences: ( ) 3/321 eeee EEEE ++= . 

The third people detector applied to every blob is 
based on the Ghost algorithm proposed in [7], which 
approximates the contour of the blob’s foreground with 
a closed polygon corresponding to the contour’s 
convex and concave hulls. Three features are also 
evaluated for this detector based on that polygon:  

(a) The number of points of the polygon, n, which 
captures the structural complexity of the contour. 
Let 1gµ  and 1gσ  be the mean and standard 
deviation of that value as computed from the 
training set ( 271 =gµ  and 121 =gσ  in this work). 
The evidence for this feature is defined as: 

( )nEE
ggg 11,1 σµ= . 

(b) The ratio between the amount of convex and non-
convex vertices, c, which is usually balanced for a 
person. Let 2gµ  and 2gσ  be the mean and 
standard deviation of this ratio as computed from 
the training set (e.g., 12 =gµ , 5.02 =gσ  in this 
work). The evidence for this feature is defined as: 

( )cEE
ggg 22,2 σµ= . 

(c) The inverse of the number of vertices that are 
found to belong to the top of the polygon (head) 
according to the procedure described in [7]: t. Let 

3gµ  and 3gσ  be the mean and standard deviation 
of this ratio as computed from the training set 
(e.g., 82.03 =gµ , 2.13 =gσ  in this work). The 
evidence for this feature is defined as: 

( )tEE
ggg 33,3 σµ= . 

The final evidence, gE , associated with the third 
detector, which is the most complex and robust of the 
three, is defined as the average of the above three 
partial evidences, with the provision that the second 
and third ones are only accounted for if they are above 

a predefined relevance threshold ρ ( e.g., 6.0=ρ  in 
this work): 

( ) ( )
( ) ( )ρρ
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where ( )xH  is the Heaviside step function. 

The final evidence, E, about the analyzed blob 
being a person is obtained by averaging the evidences 
provided by the three detectors, with the provision that 
the evidences of the aspect ratio, aE , and fitted ellipse, 

eE , detectors are only accounted for if they are above 
the predefined relevance threshold ρ : 

( ) ( )
( ) ( )ρρ

ρρ
−+−+
−+−+

=
ea

eeaag
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EEHEEHE

E
1

 

In the end, the analyzed blob is classified as a person if 
the combined evidence is above a predefined decision 
threshold τ  ( e.g., 75.0=τ  in this work). 
 
4. Experimental Results 
 

The proposed fusion-based people detector has been 
tested on several public video sequences manually 
annotated, showing significantly better performance 
than when the integrated detectors (aspect ratio, fitted 
ellipses [8] and Ghost [7]) are applied on their own. 

For instance, Figure 1 shows the ROC curves (true 
positive vs. false positive rates) corresponding to the 
application of the four detectors to the Hall Monitor 
sequence and the abandoned baggage scenario (stage 
1) from the i-LIDS dataset for AVSS 2007. Those 
curves have been obtained by considering three values 
of the decision threshold τ : 0.6, 0.75 and 0.9. 

The proposed scheme is superior to its constituent 
techniques, yielding the largest rate of true detections 
with the lowest rate of false detections, especially for 
the lowest decision threshold (largest true positive 
rate). In addition, it is far more stable than, for 
example, the aspect ratio or even the Ghost algorithm, 
which may both suffer from a significant degradation 
for low values of τ , even though the evidence of the 
latter, gE , is always fused by the proposed scheme. 
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Figure 1. ROC curves for Hall Monitor (top) 

and AVSS’07 (bottom) video sequences. 
 

 
Figure 2. (top) Original image and foreground 
objects. (bottom) Detected people in green. 

 
Figure 2 shows an example of application of the 

proposed technique to the AVSS sequence. The 
detection process runs at 3.5 ms in average for every 
detected blob (Pentium IV @ 3.2 GHz). From this 
time, 73% corresponds to the Ghost algorithm, 26% to 
ellipse fitting and less than 1% to the aspect ratio.  
Further results can be found at “www-

gti.ii.uam.es/publications/PeopleDetectionWIAMIS08” 
 

5. Conclusions 
 

A new algorithm for real-time people detection in 
video sequences has been described and evaluated. The 
proposed scheme is based on the integration of 
evidence generated by three independent people 
detectors. Experimental results show that the proposed 
scheme is significantly more efficient and stable than 
when its constituent detectors are applied on their own.  
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