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Abstract—In the past few years there has been increasing 

research interest in service discovery protocols for Mobile Ad 
Hoc Networks (MANET). The most promising approaches so far   
address energy efficiency by merging the service discovery 
process with the routing process. Actually the service 
information is piggybacked into routing messages, so that a node 
is simultaneously informed of available services and of routes 
towards the corresponding service providers. This cross layering 
leads to improved adaptation to the network conditions and at 
the same time to significant energy savings. Those savings are 
infeasible if the two processes are implemented separately, 
because then each one would have to use its own messages and 
create additional (if not) redundant network overhead. In this 
paper we propose such a hybrid adaptive protocol for energy 
consumption-avert users. This protocol, named AVERT, is based 
on the Independent Zone Routing framework (IZR) and has the 
ability to allow each node to adapt its zone range (similarly to the 
way it is done in IZR). We also add a mechanism to adapt the 
sending rate of proactive messages on each node based only on 
local traffic monitoring. Through simulations we show that using 
this mechanism, the energy efficiency achieved is substantially 
higher compared to similar hybrid service and route discovery 
protocols.  
 

Index Terms— Cross-Layer, Energy Efficiency, Mobile Ad 
Hoc Networks, Service Discovery and Advertisement,  
 

I. INTRODUCTION 
OBILE Ad Hoc Networks (MANETs) have attracted 

significant research efforts of the networking 
community in the past. However, MANETs have not 
experienced the forecasted popularity in terms of mass usage 
and applications. A possible reason for that is that the main 
bulk of research aimed at solving the severe problems at the 
lower levels of the protocol stack (network layer, link layer) 
that such networks experience. However, since MANETs 
were envisioned to allow mobile users to access services and 
data without relying on any infrastructure, solving 
connectivity problems was not enough; it became crucial to 
also develop protocols for discovering data and services inside 
MANETs.  
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In the past few years there has been growing interest in 
developing energy efficient service discovery protocols. The 
most efficient of those protocols were proved to be cross layer 
protocols. These protocols are based on integrating the routing 
process with the service discovery process. The motivation for 
integrating routing and service discovery is to reduce the 
redundancy experienced when each of those two processes 
uses its own messages. Cross layer service discovery exploits 
the capability of simultaneously acquiring service information 
along with routing information by piggybacking service 
information onto routing messages. This way, redundant 
transmissions of service discovery packets at the application 
layer are avoided and energy is saved.  

The idea of providing routing layer support for service 
discovery was first introduced by Koodli and Perkins in [1] 
who extended a reactive routing protocol, namely Ad Hoc On 
Demand distance Vector protocol (AODV). In [2] the authors 
have extended the Ad hoc On-Demand Distance Vector 
(AODV) routing protocol with service discovery functionality 
and have experimentally compared it with NOM [3] (a pure 
application based service discovery protocol). Their findings 
show that the integrated protocol produces 30% to 50% less 
control overhead and has 2 to 7 times lower service 
acquisition latency than the application layer based protocol 
(depending on simulation parameters). In [4] in order to 
compare a reactive routing and service discovery protocol and 
a proactive routing and service discovery protocol, DSR and 
the Destination-Sequenced Distance Vector protocol (DSDV) 
were extended to provide service discovery functionality. 
Those approaches were compared against SLP, implemented 
at the application layer. The extended DSR protocol proves to 
have the least messaging overhead among the three, with 
second best the extended DSDV protocol. DSDV is not the 
only proactive routing protocol extended with service 
discovery functionality. In [5] and [6] researchers have also 
extended the Optimized Link State Routing (OLSR) proactive 
routing protocol to support service discovery. Comparing the 
proactive, reactive and hybrid integrated protocols one can see 
that the most energy efficient and also effective protocols are 
the hybrid ones [7]. Hence, before we proceed in describing 
AVERT, which is a hybrid service and route discovery 
protocol, we will briefly present existing hybrid integrated 
protocols. 

In our previous work [8] we have added service discovery 
extensions in a hybrid routing protocol, and we explicitly 
measured energy consumption. In hybrid routing protocols 
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each node proactively advertises the routes and services it is 
aware of by periodically sending control messages to its 
neighbors up to a fixed number of hops away (this is called 
the node’s zone). Information for routes or services outside 
this zone may be gathered only upon request (reactively). 
Experimental results show that our protocol, namely E-ZRP, 
clearly outperforms application layer based service discovery 
protocols demonstrating energy savings of up to 55%. The 
proposed hybrid integrated protocol in [9] resembles the one 
proposed in [8] but adds the functionality of dynamically 
adjusting the size of a node’s zone depending on service usage 
frequency. The higher the popularity of a node’s services, the 
larger the zone where proactive announcements should be 
propagated. In [10] the same concept is followed, with the 
difference that the zone size determination is based on the 
transmission power/range selected by a node. Finally [11] 
presents another hybrid integrated protocol (SPIZ), where an 
autonomous and adaptive zone radius determination 
mechanism (based on multiple criteria such as call rate, 
mobility, service popularity etc.) is provided. In this paper we 
propose AVERT, a hybrid service and route discovery 
protocol that differs from all previously mentioned protocols 
in that it not only allows adaptation of zone radius but also 
adaptation of the rate of proactive messages sent by nodes, 
based only on local traffic monitoring on each node. Also we 
evaluate AVERT in terms of energy consumption, an analysis 
not found in the aforementioned approaches (except [8]), 
which only focus on packet overhead as an implicit indication 
of energy consumption. 

 

II. THE DESIGN OF AVERT 
In this section we propose AVERT, a hybrid service and 

route discovery protocol that differs from other service 
discovery protocols based on ZRP, in that it not only allows 
adaptation of zone radius but also adaptation of the rate of 
proactive messages sent by nodes, based only on local traffic 
monitoring on each node. In the following paragraphs we 
present our motivation for creating AVERT and also evaluate 
AVERT in terms of energy consumption, contrasting it to 
similar service discovery protocols. 

Hybrid routing protocols have been proven to operate more 
efficiently than proactive or reactive protocols in MANETs, 
the main reason being their flexibility to adapt to changing 
network conditions. This was the case for ZRP, which uses a 
proactive protocol (IARP - Intra Zone Routing Protocol) for 
local routes and a reactive protocol (IERP – Inter Zone 
Routing Protocol) for global routes. Actually the proactive 
protocol serves as a basis for the global reactive protocol to 
discover distant routes more effectively. In ZRP, a node’s 
zone is defined as the distance in number of hops to which the 
proactive route advertisement packets are allowed to 
propagate. Those advertisement packets are used by every 
receiving node to build its IARP routing table, which stores 
entries for all the available routes inside the node’s zone. 

Now, in the case that a node requests a route towards a 
destination that is not located inside its zone, then the 
requesting node initiates the IERP protocol. The IERP 
protocol uses a mechanism called bordercasting in order to 
find an available route towards the queried destination. With 
bordercasting the query is not flooded to all the neighbors of 
the originating node but it is sent only to those nodes that 
located on the border of the requesting node’s zone (called the 
node’s border nodes). Those border nodes check their IARP 
tables to see if they host any route towards the queried 
destination, and if they do they unicasts an IERP reply 
message to the requesting node informing it of the available 
path. If the border nodes do not find any related entry they just 
rebordercast the query to their own border nodes. 

In order for ZRP (respectively E-ZRP) to operate efficiently 
in any MANET, it is implied that all nodes fix their zone 
radius to the best value, assuming that they know a priori the 
call rate and the mobility rate in the MANET1. Moreover, all 
nodes following ZRP have to use the same zone radius, which 
is problematic when different areas in the MANET present 
different call to mobility ratios. In order to remove these 
assumptions the authors in [12] have proposed IZR. IZR is a 
sophisticated version of ZRP, which allows every node to 
have a different zone radius and also to dynamically tune it 
on-the-fly by monitoring local traffic. In the next paragraphs 
we briefly describe the operation of IZR and the extensions 
made to it in order to build the AVERT route and service 
discovery protocol. 

The basic difference of IZR compared to ZRP is its 
mechanism for adapting a node’s zone radius to changing 
conditions in the MANET. The traffic produced by either 
IERP or IARP is largely dependent on the zone radius. The 
larger the zone the more IARP traffic is created (for updating 
a larger set of nodes) and the less IERP traffic is needed, since 
more destinations are inside the local zone and there are less 
queries for out-of-zone nodes. Actually in [13] it is 
experimentally shown that the total traffic (IERP and IARP) is 
a convex function of the zone radius. Taking this into account 
two distributed zone configuration algorithms are used by 
IZR. 

The first algorithm, called Min-searching, is utilized for 
finding the zone radius, which corresponds to a local traffic 
minimum (which is also a global minimum due to convexity). 
Periodically each node measures the amount of routing traffic 
(IERP and IARP) that passes through it and chooses to 
increase or decrease the zone radius. If the decision in a 
previous measurement period was to increase (respectively 
decrease) the zone radius, and the amount of routing traffic 
measured in the next period has decreased then the node 
further increases (respectively decreases) the zone radius. If 
the traffic has increased compared to the previous period, then 
the zone radius in changed in the inverse direction of the one 
that was followed in the previous period. The algorithm stops 

 
1 It has been shown that small values for the zone radius give better 

performance when the call to mobility ratio is small and vice versa. 
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when the traffic of the previous period is less than the traffic 
of the period before that and also less than the current period. 
This is considered to be the best zone radius for achieving a 
short-term minimum routing traffic overhead. 

However, this minimum corresponds to current network 
conditions and should be continuously adapted. This 
adaptation is done using the Adaptive Traffic Estimation 
(ATE) algorithm described in the next paragraph. Having 
reached a temporary minimum, ATE takes control and tries to 
adapt the zone radius by increasing or decreasing it in order to 
match the changing network conditions. Having as a reference 
the ratio IERP traffic/IARP traffic corresponding to the 
minimum discovered by Min-searching, it periodically 
measures the current traffic ratio and if it is increased by more 
than a factor of H, then it chooses to increase the zone radius 
by one hop. An increased ratio means that the IERP traffic 
dominates the routing traffic and hence the zone radius is 
smaller than it should be, given the current network 
conditions, and must be increased. Increasing the zone radius 
would lead to more efficient bordercasting and less IERP 
traffic. In the opposite case, where the current ratio is 
measured to be less by a factor of more than H than the 
reference ratio, then ATE decides to decrease the zone radius. 
A decreased traffic ratio means that the IARP traffic is now 
dominating and hence the zone radius is bigger than it should 
be. In case that a very large change is detected in the current 
IERP/IARP traffic ratio, then the Min Searching mechanism is 
re-initiated in order to find the new optimal zone radius (and 
the respective IERP/IARP traffic ratio). The re-invocation of 
the Min Searching mechanismcan also be done periodically.  

Experiments in [12] have shown that the IZR with dynamic 
zone radius configuration leads to more than 60% reduction in 
routing control traffic compared to the optimal setting of 
regular Zone Routing [13]. The basic difference between 
those two approaches is that in [13] all nodes have the same 
zone radius, which does not change, while in [12] each node 
may have a different zone radius and also adapt it using the 
two aforementioned algorithms. 

The extensions made to the packets used in IZR in order to 
include service discovery information are essentially the same 
to the extensions done in the E-ZRP packets (see [8]). 
However AVERT builds on IZR in order to be even more 
efficient than E-ZRP but also introduces an adaptation 
mechanism for controlling the frequency of proactive traffic, 
in order to achieve higher energy savings when possible. To 
be more precise, the adaptation mechanism, called 
Broadcasting Frequency Optimizer (BFO), adapts the 
frequency with which the service aware NDP and IARP 
messages are broadcasted. The basic idea of BFO is that nodes 
that are not currently engaged in service invocation, discovery 
or provision (either as clients, providers or intermediates), can 
decrease their rate of sending proactive traffic (namely NDP 
and IARP packets) in order to conserve energy. BFO runs 
periodically on every node. In each period the node measures 

only the data traffic2 that passes through it and compares it to 
the data traffic passed through it in the previous period. If the 
current traffic is found to be lower than the traffic of the 
previous period, the node increases the time intervals between 
two subsequent broadcasts of IARP and NDP packets by T 
seconds. In the opposite case, it decreases both these intervals 
by T seconds. In order to avoid the two extremes of setting the 
broadcast interval to arbitrarily high values or to zero, a 
maximum allowable and a minimum allowable value for the 
broadcast interval are taken also into account such that they 
are never violated. When nodes increase their IARP broadcast 
interval the routing entries become stale more easily, hence 
nodes have to issue IERP queries more frequently in order to 
find routes and services. The obvious outcome is that such 
nodes that seem to decrease their involvement in service 
discovery-invocation and routing, decrease their outgoing 
traffic, thus saving energy to themselves and to their 
neighbors. Also, the increase of the IARP broadcast interval is 
accompanied by an increase in the NDP broadcast interval, 
which means that fewer changes in the 1-hop neighborhood of 
nodes are detected and hence the amount of expedited IARP 
messages can also be decreased, thus further decreasing the 
total proactive traffic. Now in case that the node becomes 
more involved in creating, receiving or relaying traffic, BFO 
decreases the broadcast interval of both IARP and NDP 
messages, such that the node informs its neighbors frequently 
about its state. This is done because it is crucial for itself and 
for the connected nodes to maintain accurate connectivity 
information. 

We could say that AVERT uses MinSearching and ATE to 
decrease the total traffic in the network, and also employs 
BFO in order for every node to decrease its own outgoing 
traffic (sending packets costs more energy than receiving). 
Also BFO tries to do this in a harmless way for other nodes. It 
decreases the proactive traffic in cases that the node seems not 
to be too involved in sending or receiving traffic. In Figure 1 
we show how the broadcast intervals for proactive traffic 
affect a node’s outgoing traffic.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Effect of IARP and NDP broadcast interval size on 
IARP and IERP outgoing traffic.  
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function of the IARP and NDP broadcast intervals, since 
increasing these intervals means sending packets more 
sparsely. On the other hand this has the effect that IARP 
entries and link state get outdated more easily, hence a node 
may increase the usage of IERP requests for finding routes. 
Hence IERP traffic is a non-decreasing function of IARP and 
NDP broadcast intervals. Now, BFO tries to optimize the 
outgoing traffic by changing the broadcast interval 
accordingly, and it does so with the aim of not disrupting the 
service and routing processes that currently go through the 
node. 

In general, we could say that BFO is not affected by 
MinSearching or ATE since it measures only the data traffic 
on every node and not the control traffic. However, it may 
affect those two mechanisms, since it controls the amounts of 
proactive traffic through the adaptation of the broadcasting 
intervals. In the next section we experimentally investigate the 
effects of coexistence of the BFO mechanism with the 
MinSearching and ATE mechanisms, as revealed by the 
service success ratios and the energy consumption achieved 
when using those two mechanisms with and without BFO. We 
also investigate the energy savings obtained from using 
AVERT against using IZR and SPIZ. 

III. PERFORMANCE EVALUATION OF AVERT 
The Qualnet [15] simulation environment was used to 

simulate AVERT. The initial broadcast intervals for IARP and 
NDP have been set to 10 seconds, which is also the lowest 
allowable interval, and the maximum allowable intervals have 
been set to 100 seconds. The MinSearching and ATE 
mechanisms are run every 200 seconds and the BFO 
mechanism runs every 100 seconds. The simulation time for 
every experiment is set to 10000 seconds. The initial zone 
range has been set to 5 hops for all nodes. In the following 
experiments the network consists of 20 nodes uniformly 
spread over an area of 2000x2000 meter2. All nodes move 
following the Random Waypoint Mobility model (RWP) with 
constant speed of 3,5 m/s and no pause time. The wireless 
transmission range is set to 380 meters. Each server may host 
only one out of three possible service types (for the case of 3 
servers in the network, service assignment to servers is done 
such that each type of service is hosted by exactly 1 server). 
Every 100 seconds, each client selects with probability 1/3 
one out of the three available service types and tries to 
establish a service session with anyone of the servers that 
hosts the requested service type. Each service session involves 
the transfer of one item of 200KB size using FTP3. 

The AVERT protocol is compared with the IZR and the 
SPIZ protocols. The primary performance metric that 
concerns us is the energy consumption. However, and in order 

                                                                                                     
2 By data traffic we mean the IARP or IERP packets that carry service 

invocation data and not the IARP advertisement packets or the IERP query 
and reply packets. 

3 We assume that once the FTP session with a server has been established, 
then if the server gets disconnected form the client before the completion of 
the item transfer, the client cannot transfer the session to another server. 

to reveal the possible costs especially of the BFO mechanism 
we should also take into account the completed service 
sessions. Defining the correct performance metric is however 
not trivial. As a first approach, we assume that the optimal 
operating point (in terms of broadcasting frequency) for all 
protocols is at the point where the ratio of Success Ratio 
(successfully delivered services) to the Total Energy expended 
is maximized. We have observed through simulations that this 
simple metric is maximized (for all protocols) when they set 
their broadcast timers to the maximum allowable (100 
seconds). At this point however the protocols are confined to 
unacceptable success ratios (52%-65% of the maximum 
achievable, which can be much less than 100%). The 
problems stem from the fact that an increase by x% in the 
success ratio for any of the tested protocols requires a much 
larger than x% increase in the expended energy. This also 
means that using the aforementioned simple metric, a protocol 
that can achieve higher success ratio compared to another at a 
reasonable extra energy cost could be characterized as less 
performant. To cope with this situation a better performance 
metric would take into account not the success ratio and the 
total energy expended but the success ratio and the number of 
successfully delivered services per unit of energy expended. 
In this context, we derive the following metric (service 
efficiency σ) for comparing the three aforementioned 
protocols: 

 
This formula is helpful in characterizing the performance of 

the service discovery protocol, since it accounts 
simultaneously for the success ratio achieved and also 
accounts for the extra effort (in terms of energy consumption) 
required for achieving acceptable success ratios (65%-85% of 
the maximum achievable).  

In our experiments we compare the AVERT protocol with 
allowable broadcast intervals of 10 seconds up to 100 seconds 
against IZR and SPIZ with broadcast intervals ranging from 
10 to 100 seconds. We conduct three sets of experiments; in 
the first set we assume a scenario (Scenario-1) with high client 
to server ratio (5.6 to 1), in the second set we assume a 
scenario (Scenario-2) with medium client to server ratio (1 to 
1) and in the third set we assume a scenario (Scenario-3) with 
low client to server ratio (0.17 to 1). We use these different 
scenarios in order to see the impact of the data traffic on the 
performance of BFO. The data traffic is higher as the ratio of 
clients to servers increases (keeping the node population 
fixed), since there exist more clients in the network requesting 
services. The results represent average values obtained over 
10 runs for each experiment. We should note here that this is 
also the first (implicit) performance comparison of SPIZ 
against that of IZR, since in [11] the authors of SPIZ 
compared the performance of SPIZ only against a service 
extended (non-adaptive) ZRP-based service discovery 
protocol using zone radius of 1 or 2 hops.  

Before proceeding to the experiments mentioned above we 
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investigate (see Figure 2 and 3) what is the optimal value for 
T, which represents how many seconds the BFO will increase 
or decrease the broadcast intervals each time.  

 
Fig. 2. Effect of the T parameter on the Percentage of 

Completed Services for AVERT. 

Adjusting the broadcast intervals with larger step T leads to 
possibly greater energy gains but at the cost of decreased 
success ratios for AVERT. This is because if during a service 
session all routes toward the destination expire due to 
infrequent broadcasting, the client or server must try to 
discover again the route toward each other. In the mean time 
the application’s tolerance may be exhausted and the service 
session may break before completion. 

 
 
 
 
 

 
Fig. 3. Effect of the T parameter on the Energy 

Consumption per node for AVERT. 

However, changing the broadcast intervals by smaller 
values (e.g. when T=1 second up to T=5 seconds), the nodes 
may gradually reach the optimal broadcasting interval based 
on current conditions. This means that in case of wrong 
estimations by nodes, before the change begins to affect in 
undesired ways the current service sessions in the network, the 
nodes are given the chance to re-adapt the broadcasting 
intervals. In the case that T has large values this is more 
difficult to happen, since increasing (or decreasing) the 
broadcast intervals a lot may severely impact routes before a 

node can react to correct the situation. Also smaller T means 
that more fine-grained adaptation can take place. What 
validates this is that the value of σ decreases as T increases, as 
shown in Figure 4.  

 
Fig. 4. Effect of the T parameter on σ for AVERT. 

Also it is worth mentioning that as the ratio of clients to 
servers decreases the service success ratio increases since 
there are more available servers, possibly located closer to the 
requesting clients. Moreover, when the number of clients is 
low, there is less congestion in the network since the data 
traffic due to service invocation is less and also localized 
around nodes.  

 
Fig. 5. Performance gains of AVERT against IZR and 

SPIZ. 

Proceeding to the comparison of AVERT against SPIZ and 
IZR we fix T to 1 second, and compare the protocols based on 
the achieved σ ratios. In Figure 5 the y-axis represents the 
relative gains in the σ achieved by AVERT against the σ of 
the other protocols (σ(AV ERT)/σ({IZR,SPIZ})), while the x-
axis represents different broadcast intervals for IARP and 
NDP in the range of 10 to 100 seconds. Under the two 
scenarios tested, AVERT, using the BFO mechanism for 
determining a near optimal value for the NDP and IARP 
Broadcast intervals, shows performance gains of up to 35% 
(depending on the values for the NDP and IARP Broadcast 
intervals chosen by IZR and SPIZ). Since the two latter 
protocols cannot adapt their rate of broadcasting IARP and 
NDP messages to the conditions in the MANET, they are 
confined to use a “hard coded” value for these rates. However, 
this value cannot achieve the maximum performance under all 
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MANET scenarios, or even within the same scenario 
assuming that network conditions change dramatically during 
the lifetime of the MANET. For example, in Figure 6 we plot 
how the broadcast intervals of NDP and IARP impact the 
performance of IZR as the frequency of requesting services 
changes (under Scenario-3). It is obvious from the figure that 
as the service usage frequency increases, the performance is 
optimized using shorter broadcast intervals. 

 
Fig. 6. Performance of SPIZ under different service request 

frequencies. 

Returning to the results shown in Figure 5, the performance 
of AVERT is presented to be slightly worse than that of SPIZ 
and IZR only in Scenario-3. Actually in this scenario the BFO 
mechanism of AVERT does not have adequate feedback from 
data traffic (data traffic is low) and hence cannot tune the 
broadcasting frequency optimally. This is reflected especially 
when comparing AVERT with IZR and SPIZ when the latter 
protocols use relatively low broadcasting intervals. 

IV. CONCLUSIONS AND FUTURE WORK 
Considering the results above we conclude that choosing a 

small value of T is more effective, allowing smooth adaptation 
of the NDP and IARP broadcast intervals to current network 
conditions. Comparing AVERT to the non adaptive protocols 
IZR and SPIZ shows that employing a method for determining 
the optimal NDP and IARP broadcast intervals in real time 
can lead to significant performance improvement both in 
terms of successful service invocations and energy 
consumption. In our future work we plan to extend our 
performance evaluation of AVERT, by considering scenarios 
of higher mobility and also of higher density. 
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