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Abstract—After a disaster, it is unlikely to expect current Each mobile node that provides radio access (ENodeB)
terrestrial infrastructures to provide the coverage and the Quality  should be backhauled, in order to reach the Evolved Packet

of Service required by emergency operators. Currently, PPR  ~qe (EPC). Backhauling these (dense) LTE deployments is
operators go towards a portable LTE infrastructure that provides

an access network to field operators, backhauled by a wireles & cha!lenglng problem that can be addressed by |ncorp0rat-
mesh network that can route traffic from and towards Internet  iNg Wwireless transport nodes into ENodeBs. These wireless
through a satellite gateway. We firstly propose a new per-flow transport nodes will feature one or multiple point-to-goin

strategy for a backpressure-based routing protocol, BP-MR interfaces, hence enabling the creation of a redundant path

and then in the aforementioned environment we analyse the ; i ; Hpo
original BP-MR per-packet, the proposed per-flow, and OLSR & of wireless mesh backhaul, aiming to provide the capilfarit

routing protocol for the mesh network coupled with three TCP required by the emer_gency qperators. In this way, W!th the
congestion control (Cubic, Hybla, Vegas) performing a typial SUpport of an appropriate routing protocol, the LTE traffitl w
HTTP transfer. We analysed the throughput, the latency, andhe be properly carried from/towards the EPC.

scalability over the number of the flows/operators. An exterive . ) ) o
simulation set allows to conclude that employing BP-MR petiow Recent developments in satellite technologies are bringin
in the mesh network coupled with TCP Vegas for performing the availability of non-terrestrial high performance chals,

the end-to-end transfer improves the performance for PPDR in order to backhaul the EPC with high performance channels

professionals. towards the Internet, allowing field operators to acces$rm-

Index Terms—backpressure, mesh, satellite, PPDR, rural resources [4]. Overall, this system design allows to preyad-
ter a disaster which destroys existing terrestrial infragtire-
I. INTRODUCTION based networks, an alternative but complete network usable

: : running existing services (e.g. Push-To-Talk, PTT) as sl
After a natural or man-made disaster, commercial tergdstri . > ; . . . .

) , . nnovative services (without the intention of being exhivas
networks often fail to provide the necessary support to |publ . L .

) . . . we can bring as examples health monitoring systems, on-line
protection and disaster relief (PPDR) professionals. la th . . . : :
. ; resource gathering, video streaming for field operatiars, .

luckiest case they cannot sustain the sudden surge of msour
demands due to congestion problems; but more often, thdn this paper we simulate an emergency deployment, which
network simply get destroyed by the disaster. consists in an LTE access network backhauled by a wireless
The rising of LTE as the main wireless technology fomesh that can access the Internet through a satellite channe
broadband communication is now supported by the presenceélsf this environment, we perform an evaluation of throughput
portable infrastructures that provide flexible solutions és- and latency experienced by TCP connections, as well as
tablishing coverage and increasing capacity after a disfst monitoring the scalability as a function of the number of
This portability finally concludes the process of invedtiga flows. We examine the interaction between routing protgcols
of the feasibility of LTE as Radio Access Network (RAN)used to carry traffic inside the mesh, and three common TCP
during emergencies [2]. Mainly, the coverage is provided lyongestion controls: Cubic, Hybla, and Vegas. The routing
a dense deployment formed by Small Cells (SCs), becawsimtegies analysed include Optimized Link State Routing
increasing frequency re-use by reducing cell size hasriistq OLSR) andBP-MR (an existing backpressure-based routing
cally been the most simple and effective way to increase rgsotocol), proposing also a new variant Bi*-MR that takes

capacity [3]. per-flowdecisions, instead of the originpér-packetstrategy.



The experiments have been performed with hs#3d show possible next-hop, on aer-packetbasis, from all possible
that a combination of TCP Vegas (a delay-based congestimnwarding options in the multi-radio backhaul node. The-pe
control) with BP-MR per-flowoffers the best performanceinterface queue system presents lower complexity than the
to PPDR professionals, in the aforementioned emergenmmyginal per-flow queuing system, a better delay perforneanc
scenario. compared to state-of-the-art backhauling routing prd&co

The remainder of this paper is organized as follows. Seand its distributed routing decision features contributehte
tion Il contains the necessary backgroundB®MR (both the scalability and applicability capabilities &P-MR
original per-packetvariant and the proposeger-flow). Sec- BP-MRobtains information about surrounding network con-
tion 11l describes the reference scenario and the methggolagestion conditions (queue backlogs) through the periddica
used to present the simulation results in Section IV. Sedfio exchange of control packets callétELLO. In a dense SC
covers related work, and finally, Section VI concludes thaireless mesh backhaul, with many concurrent flows and
paper. plentiful of available paths, it is likely to expect a highgilee

of variability in these information, so these control paske
1. BP-MR BACKGROUND have to be exchanged quite often, for instance every 100 ms.

The path redundancy of the (potentially large) wireledd the worst case, every 100 ms the queue information is

mesh networks, that provides backhaul for the LTE acceSdanged in such a way that the packets passing through the

network, puts emphasis on the backhaul routing protocdPde can be redirected through another path. Henceyahe
ability to exploit this redundancy, since the routing pratb packetevaluation performed bBP-MRcould lead to different

determines the way data is transported to/from the UEs. \{H{ing choices even for subsequent packets, despite dte fa
have standard congestion-agnostic strategies such agphault that they belong or not to the same end-to-end flow. Thergfore
tocol Label Switching (MPLS, RFC 5921) and Optimized LinRVith @ high probability all these packets, spread over many
State Routing (OLSR, RFC 3626, which in absence of no8ths, will be received out-of-order by the end point, drgat
mobility and failures is equivalent to MPLS for the purpos@ Problem for the TCP receiver. _ _ o
of the paper), but also congestion-aware strategies such a9"€ Possible answer to this problem is selecting only simila
backpressure-based ones [5]. The novelty in these steatigi (Edual-hops/costs) paths in order to mitigate the diffepath
that they take routing decisions by dynamically mapping tfifays. Unfortunately, one of the main feature of backpness
trajectory followed by each data packet to the most underdg@Sed algorithms is their greedy approach: the nodes hdye on
lized path, hence exploiting the network redundancy. Harev @ '0cal knowledge of the network, limited to their immediate
these decisions may potentially make the path followed yrounding neighbours (1-hop), which is incompatiblehwit
consecutive packets of the same flow disjoint. This congesti (€ full knowledge required to compare different end-to-en
awareness, in theory, can help to avoid heavy utilized pat}ﬁ’é‘ths' ,
hence smoothing the traffic from/to the field operators. Rizrt 2) BP-MR per-flow: To overcome the packet reordering
reason, we choose to compare a standard, single and shoRE¥plem, without losing intrinsic characteristic BP-MRand
path protocol OLSR and a backpressure-based prot&g, the capability of circumvent c_ongested paths, we _apply the
MR. In the first subsection we detdiP-MR per-packef6] conce_pt prer-flow path selection strat_egy tBP-MR itself. _
for sake of completeness, whereas in the second subsecfYgN if this strategy shares the name with the per-flow qupuin
we describe its nevper-flowvariant proposed in this paper. SyStem presented in the original backpressure proposal, ou
1) BP-MR per-packetFor readers interested in the historPfoP0sal does not apply to the queuing system (that corttinue
of backpressure-based routing protocol, there is a coreprehl© b€ per-interface, as the originaP-MR but instead on the
sive survey of backpressure state-of-the-art in [5]. Thet roV@ the routing decisions are made. Through identifying a

concept consists in a centralized policy which routes traffflow as an origin to destination packet stream of a transport

in a multi-hop network by minimizing the sum of the queud®Y€r connection between two end-hosts, each node masntain
per-active flow state information, or in other words it maps

backlog in the network among time slots. In the original ; i
proposal, there is a separate queue for each flow that pagB§sPackets of a flow to its pre-assigned path, calculated the

through the node. Basically, if we define laacklogthe queue first time the node sees the flow. Nevertheless, a new flow
size at nodes, the main idea of backpressure is to give pfiorlﬂas the flexibility to route dynamically to any of the avallab

to links and paths that have higher differenbiatklogbetween Paths, and so is able to circumvent congested routes, withou
neighbouring nodes. actually causing packet reordering at the destination. é¥ewy

From this set of proposals we refer the readeBRMR[6], forwarding table size increases with the flows number, but

because of its proven scalability and performance improWd€ believe that with modemn equipments and an efficient

ments transporting UDP traffic over wireless mesh backhauf@ftware implementation the saturation point of the nekwor
Specifically, decentralized routing decisions are perfatm In Which there is no difference between any routing stratesgy

in each node, following a two-stage process. FirsBy- reached well before the impossibility to store and manage th
MR classifies data packets in a per-interface queue syst arding table. Note also_thatinterms of scalabilitg Ehatg
according to their final destination. SecondP-MRemploys KePt by eachBP-MRnode is smaller than the state required

geographic and congestion information to compute the b&¥ the typical backpressumer-flow queuing system and the
use of wild-cards rules can also significantly reduce thal tot

Lhttps:/www.nsnam.org state and forwarding table size kept by each backhaul node.



Furthermore BP-MR introduces much less control overhead Our objective is to analyse the application throughput and
than schemes that need to set up and maintain end-to-¢#ma latency experienced among different TCP variants and
paths (e.g.OLSR, sinceBP-MRnodes do not need to acquirerouting protocols. Unfortunately, with TCP these values ar
a complete view of the network. biased by the protocol internals (retransmissions andnglid
window mechanism). Therefore we present the download
finish time as the throughput figure of merit (lower finish
time means higher throughput) and the experienced RTT as
Our reference scenario depicted in Figure 1 is an emeaverst-case latency indicator due to the network. TCP RTT
gency SC network deployment coverigh K'm? with inter- is defined in RFC 6298, it is used to calculate RTO timer,
SC distance of five hundred meters. Note that every SCdad is updated in the data sender (the remote node in this
composed by an LTE eNodeB and a wireless transport nodase) each time it receives an ACK segment from the UE
In particular, twenty-five LTE eNodeBs are deployed withlpeahat acknowledge non-retransmitted and in-order new data.
downlink throughput of 350 Mb/s. The wireless transporteodrherefore, retransmitted or out-of-order packets do nay pl
endows several 500 Mb/s point-to-point (PTP) interfaced thany role in the calculation; through looking only to this wa)
form wireless links of 4 ms of propagation delay and are distracted reader can draw the wrong conclusion that, with
connected among them to form a plain grid, as illustrated Inyore retransmission or reordering, the delay performanee a
Figure 1. The mesh is in turn connected to the mobile LTEetter. So, why we use RTT and not directly an application
Evolved Packet Core (EPC) through three PTP wired linkiatency measurements? Because application latency wauld b
with 1 Gb/s of available bandwidth and 0.5 ms of propagatidriased by the time that the data is waiting in the TCP buffer to
delay. The EPC is connected to the Internet through a gatellibe transmitted on the wire. At the end, combining download
connected gateway (the link is characterized by a bandwidthish time with the RTT values gives the better overall vidw o
of 10 Mb/s and a propagation delay of 350 ms, with a Packifie network performance experienced with the combinations
Error Rate ofl0—%); the queue sizes of the backhaul networkf L3/L4 protocols.
are set to the 100 % of each link bandwidth-delay product,
making an effort to reduce default buffer size, as suggested IV. PERFORMANCE

in [7]. Regarding the Radio Access Network (RAN), we The reported values of download time and RTT are repre-

usec? IE lér(_)pﬁ anL_:‘_rgquencies_ ancbi a OkumUuI;a-Hgtahpro'r:la%aggﬂted in candlesticks, where the boxes stretches fronOthe 2
mo ed[”].(; © ' connection _etween ar: tf ee %el% the 80th percentiles and the whiskers represent the maxi-
is modelled inside an open environment (rural) of a mediuf, 1, 3ng minimum values, with the average value represented

city. . by a black horizontal line.
We modelled a 2 MB file transfer from a remote server

outside the Mobile Network to the UEs, which represents ) )
the download of a web page (including external object) frofy TCP response to different routing protocols
a remote web server. In all the simulations, we configuredIn Figure 2 we present the results obtained by employing
variable number of UEs from 1 to 16 attached to the Mobil€CP Cubic, Hybla, and Vegas over different routing protscol
Network, with one TCP transfer for each UE. Consequentlguring a 2 MB transfer from the remote node to 2 UEs
the number of TCP file transfers is equivalent to the number @fownload), placed on the left side of the mesh network. On
attached UEs. To complete the picture, the UEs are unifornilye left, we can see the reported RTT of the flows, measured
distributed over the ENodeBs, and are placed in the left paltring the transfer while, on the right, it is reported the
of the mesh. completion time required to conclude the download by the

We conducted experiments for different TCP variants; wWeEs.
compared TCP Cubic [9], Hybla [10], and Vegas [11]. Our The first thing that is important to note is that the RTT
choice has been driven by the following facts: (i) Cubic is this dominated by the propagation delay of the satellite, the
default congestion control algorithm of Linux, and so isdisébaseline RTT is in fact roughly 750 ms. Vegas manifests a
by a great number of servers in the Internet; (ii) Hybla is wery polite behaviour with respect to the RTT figure of merit
protocol specifically designed for satellite transmissioiii) containing the entire candlesticks between 750 and 800 ms
Vegas is a delay-based protocol which focuses on maintpinipresenting, in general, a very stable performance regedle
low queuing delays, a property that can help in the presehcetiae routing protocol adopted. Also Cubic is particularigtse
an high propagation delay to maintain an acceptable QoE fuith respect to the RTT measurements; its values range from
the users. Furthermore, for each TCP flavour we comparéd0 to 950 ms, with candlesticks slightly wider if compared
the performance of different underlying backhaul routingith Vegas. A little improvement here is reported when OLSR
protocols: single-path based @SR and backpressunger- routing is adopted. To complete the RTT analysis of Figure 2,
packetandper-flowbased oBP-MR All the simulations have Hybla registered the worst values almost doubling the baesel
been conducted with ns-3 using latest version of LTE nmigdeRTT of 750 ms achieving 1.4 seconds of RTT. In this case,
BP-MRrouting protocol implemented in [6], and the differengs well as Vegas, the routing protocol adopted during the
TCP variants presented in [12]. experiment does not affect the final performance.

By moving from the RTT figure of merit to the download
2http://networks.cttc.es/mobile-networks/softwareksiena/ completion time, the evaluation changes. In fact, here it is

Ill. SCENARIO AND METHODOLOGY
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Fig. 1: Reference emergency scenario topology (UE numhenvagy).
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Fig. 2: RTT and file download time using different TCP for dd@ading 2 MB, 2 concurrent UE.

clearly visible as the choice of the routing protocol stacs  This first evaluation of Figure 2 gives us a preliminary idea
affect the results. Vegas, which was outperforming the rothgbout the impact of the routing strategy, that seems interve
TCP variants in terms of RTT, here suffers higher completianostly on the download completion time, and the impact of
times if compared with Cubic and Hybla ones and highéhe TCP algorithm, that seems to mostly affect the RTT of the
variance (considering the wideness of the candlestickg)ld;l transmission.

which was the worst TCP algorithm in terms of RTT, here |, Figures 3 and 4 the above experiment is reproduced

registers the best performance, with an average completigRreasing the connected UEs to 8 and 16, respectively. By

time of 7.5 seconds and 17.5 s when BP-MR and OLSBing at these two figures, some results are confirmed while
routing protocols are used respectively. It is remarkabléha g5 me others start to change. First of all, considering th& RT
use of BP-MR routing strategy saves 10 seconds of downl re of merit of Figures 3 and 4, the better performance of

time with_ respect the_OLSR protocol. FinaII_y Cubic, Whicr\/egas, when compared with Cubic and Hybla, is confirmed.
was manifesting a quite good performance in terms of RTly i3 manifests a very stable behaviour with basically the

even with the file completion time is maintaining measures, e RTT range between 750 and 1400 ms regardless the
close to the best ones. The download time with the BRs ing strategy adopted. Cubic seems the TCP algorithin tha
MR routing strategy is slightly under 10 seconds, while t

ffers more the increase of the simultaneously active UEs.

download time with the OLSR routing strategy is slightlyhe next subsections a detailed analysis regard the slilabi
under 20 seconds. The candlestick wideness of Cubic is (i pe provided to investigate more on this aspect.

lowest of the experiment, resulting in an algorithm venbhta ) ) ) )
in terms of completion time. The effect of increasing the UEs simultaneously active (and

so the number of flows) is affecting in particular the dowloa
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Fig. 4: RTT and file download time using different TCP for ddeading 2 MB, 16 concurrent UE.

completion time results. In fact, Hybla moves from best #® ttones. On the left, we report the RTT of the flows, measured
worst performance inverting also the impact of the routinduring the transfer, while on the right it is reported the
strategy. If in Figure 2 Hybla was reporting the best resultsompletion time required to conclude the download by the
in conjunction with BP-MR routing strategy, regardlesstté t UEs. The download size considered for all the experiments is
variant, in Figure 4 the same combination of routing strate@ MB.

and TCP protocol is reporting the worst-case values with|n Figure 5 are reported the results obtained by the Cubic
completion times of almost 45 seconds in average. Anothggorithm. Considering the RTT, it is easy to notice how @ubi
remarkable change is registered by Vegas which moves frefarts to suffer in terms of scalability yet with 4 active UEs
worst TCP protocol to the best. In fact, in Figures 3 and i fact, the variance/range of the candlesticks move to 750-
it registers the lowest download time of 20 and 30 (averaggo0 ms while the average slightly increase as a function
values) respectively. Both of these best-case values @@ bof the active UEs. The routing strategy adopted does not
reported by adopting the BP-MR per-flow routing strategye Thaffect clearly the RTT performance of Cubic. Considering
Cubic algorithm remains very close to the best TCP in all thRe download completion time, an easy thing to note is that
simulations. It was close to the result obtained by HybIa QLSR does not provide good performance if Compared with
Figure 2 and it is close to the results obtained by Vegas Bp-MR strategies. This difference in terms of completion
Figures 3 and 4, manifesting also a very good robustness Wifie performance between OLSR and BP-MR seems to be

respect to the routing strategy adopted in Figure 4. mitigated by the congestion level of the network, in fact the
difference is reduced as function of the active UEs with amo
B. Scalability of different TCP algorithms equal results with 16 UEs.

In this subsection we evaluate how the TCP variants scale asn Figure 6 we presents the results obtained with TCP
a function of the active UEs during the simulation, analgsinHybla in place. Considering the RTT performance of Hybla,
also the impact of the routing strategy adopted. All the fgurit has a very poor performance with a range between 750
reported in this subsection are organized as in the previcausd 1450 ms that is almost constant both a as a function of
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Fig. 6: RTT and file download time using TCP Hybla for downlwad2 MB, from 2 to 16 concurrent UE.

the number of active UEs and as a function of the routingwer maximum and average values as well as more controlled
strategy adopted. Minimum and maximum values as well gariance. The trend of the BP-MR per-flow strategy also scale

average and wideness scale well. The same is not true if better as a function of the network congestion growing less
consider the download completion time, in fact Hybla startghile the number of UEs increases.

with very similar result to Cubic with 1 and 2 nodes, but

the growing trend of Hybla has a stronger impact than the V. RELATED WORK

Cubic one, i.e. Cubic scgles better. In particular, with EsU 1,0 history ofBP-MRstarted withBP [13], a self-organized
Hybla reaches values higher than 40 seconds for the averggey hressure routing protocol, that is a decentralizeoflaf
download completion time. Again, as with Cubic, it is po#sib o riginal centralized backpressure algorithm. For idgal

to note. that OLSR routing strategy scales better than BP-Mf:, sparse networks, Backpressure for Sparse Deployments
strategies even when coupled with Hybla. (BS [14] included additional extensions ®P. In particular,

The Vegas algorithm is probably the most interesting oS added a penalty function able to overcome dead ends in
for both the figures of merit. In Figure 7 it is possible to sea scalable and decentralized way. Howe®S$,was designed
how Vegas scales well in terms of RTT with very stable an tackle sparse topologies where nodes are equipped with
controlled candlesticks, a part for the once obtained wh & single backhaul radio and presented high inefficiencies in
UEs in which the range starts to increase. For the downloaullti-radio deployments (i.e. with multiple backhaul inte
completion time it is interesting how the Vegas algorithrfaces). To mitigate such inefficiencies, we proposed irB[B}
maintains a baseline of more than 10 seconds of completigir, used in this paper and detailed for sake of completeness
time, slightly higher than the other TCP variants that haveia Section II.
baseline under 10 seconds. The variance and the average GfCP performance over the LTE RAN has been investigated
the completion times is always better for the BP-MR routingp both simulated environment and over real data. For simu-
strategies instead of the OLSR one. In particular the BP-MBted environment, many works (such as [15], [16]) simulate
per-flow strategy is the best in all the experiments, with the access network with simple point-to-point links, with
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Fig. 7: RTT and file download time using TCP Vegas for downlng® MB, from 2 to 16 concurrent UE.

different properties, and so without taking into accourg thnot require changes at the TCP layer.

complex dynamics of the Radio Resource Control (RRC) stateMoving to a satellite environment, the importance of rogtin
machine and the TCP protocol, thus invalidating the obthin@rotocols has been analyzed in [22]. In this work, a corestell
results. Nguyen et al. in [17] investigates the performaaice tion of MEO or LEO satellite is considered, and performance
TCP over the full RAN stack, concluding that increasing thevaluation of New Reno and SACK are carried out over
load in a cell can significantly throttle the bandwidth ashle two different routing strategies, shortest-path and aitrarly

to a UE, thus increasing the experienced delay, especiaifylti-path protocol, that selects any minimum-hop path at a
when the eNodeB maintains a large per-UE queue. This gamint in time. The choice is made to approximate the behavior
invalidate the estimated RTO value, causing unnecessaPy Taf temporarily congested satellites; in our work, we efiegy
timeouts even when no packets are lost. Also, they concludemiploy a real routing protocol to eliminate such approxima-
that radio-link handover can cause significant performantien, and we use the state-of-art TCP protocols for satellit
degradation. Similar conclusions are drawn in [18], whemnvironments. In [23] the routing protocol is used to mitgya
the authors analyze a large-scale real LTE data set to stubg effect of the handoff in LEO constellations, in order to
the impact of protocol and application behaviors on the LT&void the blindly retransmission (due to the handoff). Aot
network performance. For instance, they concluded thatesomork that considers TCP and routing protocol in a satellite
TCP behaviors (such as not updating the RTT estimation usiagvironment is [24]. The authors propose an improvement to
the duplicate ACKs) can cause severe performance issuesaidiversity routing strategy (i.e. a sublayer between TC& an
addition, the bandwidth utilization ratio is usually bel®®% the network that replicates each transmitted packet andissen
for large flows. The work provides valuable insights on ththe multiple copies along parallel paths) to overcome theds
interaction between TCP and LTE. However, the details of diversity routing over a congested network, with a satell
the backhaul network are out of the analysis (e.g. the rgutiscenario.

algorithm). We aim to fill this hole by adding the analysis of

different backhaul routing protocols over many TCP vasant V1. CONCLUSION

assuming a constrained wireless mesh backhaul. In this paper we have proposed a new variant of8ReMR

For analysis of TCP traffic over backpressure routing weuting algorithm that takes per-flow decisions insteadhef t
refer to [19], that identify the packet reordering at theeieer originally proposed per-packet one. The goal of per-f®R-
as the main issue with backpressure routing, and then pespodIR is to reduce reordering at the destination and, in this way,
a delayed reordering algorithm at the destination for kegpito improve TCP performance. Our reference scenario has been
packet reordering to a minimum. Other proposals use the MABmMposed by an emergency network, where field operators use
layer to perform such scheduling, for example [20]. Whilan LTE RAN backhauled by a wireless mesh. The mesh is
using the MAC layer ties the proposal to a specific technologpnnected to the internet through a satellite gateway, deror
(in[20] is used an IEEE 802.11-based wireless mesh networtg be portable, to provide connectivity and to be adaptable t
we believe that avoiding reordering is more profitable thamhatever major disaster.
re-ordering packets in later stages. Under this light, wee pr In such environment, we have evaluated the throughput
posed theBP-MR per-flowvariant. Furthermore, talking of and latency of TCP flows, providing also an insight over
backpressure-based algorithms, in [21] it is shown that TGRe scalability of the system as a function of the number of
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