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Abstract— The Maximum Differential Backlog (MDB)
control policy of Tassiulas and Ephremides has been shown
to adaptively maximize the stable throughput of multi-
hop wireless networks with random traffic arrivals and
queueing. The practical implementation of the MDB policy
in wireless networks with mutually interfering links, how-
ever, requires the development of distributed optimization
algorithms. Within the context of CDMA-based multi-hop
wireless networks, we develop a set of node-based scaled
gradient projection power control algorithms which solves
the MDB optimization problem in a distributed manner
using low communication overhead. As these algorithms
require time to converge to a neighborhood of the optimum,
the implementation of the MDB policy must be done with
delayed queue state information. For this, we show that the
MDB policy with delayed queue state information remains
throughput optimal.

Index Terms— Throughput optimal control, multi-hop
wireless networks, distributed optimization.

I. I NTRODUCTION

The optimal control of multi-hop wireless networks is
a major research and design challenge due, in part, to
the interference between nodes, the time-varying nature
of the communication channels, the energy limitation of
mobile nodes, and the lack of centralized coordination.
This problem is further complicated by the fact that
data traffic in wireless networks often arrive at random
instants into network buffers. Although a complete so-
lution to the optimal control problem is still elusive, a
major advance is made in the seminal work of Tassiulas
and Ephremides [1]. In this work, the authors consider
a stochastic multi-hop wireless network with random
traffic arrivals and queueing, where the activation of links
satisfies specified constraints reflecting, for instance,
channel interference. For this network, the authors char-
acterize the stability region, i.e. the set of all end-to-end

1This research is supported in part by Army Research Office (ARO)
Young Investigator Program (YIP) grant DAAD19-03-1-0229 and by
National Science Foundation (NSF) grant CCR-0313183.

demands that the network can support. Moreover, they
obtain athroughput optimalrouting and link activation
policy which stabilizes the network whenever the arrival
rates are in the interior of the stability region, without
a priori knowledge of arrival statistics. The throughput
optimal policy operates on the Maximum Differential
Backlog (MDB) principle, which essentially seeks to
achieve load-balancing in the network. The MDB policy
has been extended to multi-hop networks with general
capacity constraints in [2] and has been combined with
congestion control mechanisms in [3], [4].

While the MDB policy represents a remarkable
achievement, there remains a significant difficulty in
applying the policy to wireless networks. The mutual
interference between wireless links imply that the eval-
uation of the MDB policy involves a centralized net-
work optimization. This, however, is highly undesirable
in wireless networks with limited transmission range
and scarce battery resources. The call for distributed
scheduling algorithms with guaranteed throughput gives
rise to two main lines of research. One approach is
to adopt simple physical and MAC layer models and
apply computationally efficient scheduling rules in a
distributed manner. The work in [5], [6] studied networks
where interfering links are prohibited from transmitting
simultaneously and any active link has a fixed capacity.
In particular, it is shown in [5] that Maximal Greedy
Scheduling can achieve a guaranteed fraction of the
maximum throughput region. This result is generalized
in [6] to multi-hop networks where the end-to-end paths
are given and fixed. Despite its simplicity, the distributed
scheduling considered in the above work applies to only
a limited class of networks and loses the throughput
optimality. This consequence is analyzed in a more
general context by Lin and Shroff [7] as the impact of
imperfect scheduling.

Another line of research develops distributed power
control and rate allocation algorithms for implementing
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the MDB policy in the aim of preserving the throughput
optimality. Thus far, distributed MDB control has been
investigated only for networks with relatively simple
physical layer models. For example, Neely [8] studies
a cell partitioned network model where different cells
do not interference with each other so that scheduling
can be decentralized to each cell. However, the question
of how the MDB policy can be efficiently applied in
general wireless networks remains elusive.

In this paper, we consider the implementation of
the MDB algorithm within interference-limited CDMA
wireless networks, where transmission on any given link
potentially contends with interference from all other
active links. In this setting, we present two main sets
of results. First, we develop a set of node-based scaled
gradient projection power control algorithms which solve
the MDB optimization in a distributed manner using low
communication overhead. As these algorithms require
time to converge to a neighborhood of the optimum, it
turns out that the implementation of the MDB policy
must be done with delayed queue state information. In
the second result, we show that the MDB policy with
delayed queue information remains throughput optimal
as long as the second moments of the traffic arrival
rates are bounded. Combining these two results, we con-
clude that our algorithms yield a distributed solution to
throughput optimal control of CDMA wireless networks
with random traffic arrivals.

II. N ETWORK MODEL AND

THROUGHPUTOPTIMAL CONTROL

A. Model of Stochastic Multi-hop Wireless Network

Consider a wireless network represented by a directed
and connected graphG = (N , E). Each nodei ∈ N
models a wireless transceiver. An edge(i, j) ∈ E
represents a unidirectional radio channel from nodei
to j. For convenience, letO(i) , {j : (i, j) ∈ E} and
I(i) , {j : (j, i) ∈ E} denote the sets of nodei’s next-
hop and previous-hop neighbors, respectively. Let the
vectorh = (hij)(i,j)∈E represent the (constant) channel
gains on all links.

Denote the transmission power used on link(i, j) at
(continuous) timeτ by Pij(τ) ≥ 0, and the instan-
taneous service rate of link(i, j) by Rij(τ) ≥ 0. A
feasible service rate vectorR(τ) = (Rij(τ))(i,j)∈E must
belong to a giveninstantaneous feasible rate region
C(P (τ)) reflecting the physical-layer coding mecha-
nism. Under peak power constraintŝPi, i ∈ N , let
Π =

{

P (τ) ∈ R
|E|
+ :

∑

j∈O(i) Pij(τ) ≤ P̂i, ∀i ∈ N
}

be the set of feasible power allocations andC(Π) ,

conv
(
⋃

P∈Π C(P )
)

be the long-term feasible service

rate region. Here, the convex hull operationconv(·)
indicates the possibility of time sharing among different
feasible power allocationsP ∈ Π over a sufficiently long
period.

Let the data traffic in the network be classified accord-
ing to their destinations. Traffic of typek ∈ K is destined
for a set of nodesNk ⊂ N (when typek traffic reaches
any node inNk, it exits the network), whereK is the set
of all traffic types. LetT > 0 be a given time slot length.
Let the number of bits of typek entering the network
at nodei from time tT to (t + 1)T be a nonnegative
random variableBk

i [t]. Assume that for allt ∈ Z+,
Bk

i [t] are independent and identically distributed. Let
EBk

i [t] = aki < ∞ and E
(

Bk
i [t]

)2
= bki < ∞ be

the first and second moments ofBk
i [t]. Furthermore,

assume all arrival processes{Bk
i [t]}∞t=1, i ∈ N , k ∈ K

are mutually independent.
Assume nodei ∈ N provides a (separate) infinite

buffer ik for each typek of traffic that is not destined for
i. Denote the unfinished work inik at timeτ by Uk

i (τ).
We focus on the queue states sampled at slot boundaries
τ = tT , t ∈ Z+. Let Uk

i [t] denote the instantaneous
backlog at the beginning of thetth slot, i.e.,Uk

i [t] =
Uk
i (tT ). Over thetth slot, link (i, j) servesik at rate

Rk
ij [t] =

∫ (t+1)T

tT
Rk

ij(τ)dτ . The aggregate service rate
on link (i, j) over thetth slot isRij [t] =

∑

k∈K Rk
ij [t].

Thus, we have the following queueing dynamics:

Uk
i [t+ 1] ≤



Uk
i [t]−

∑

j∈O(i)

Rk
ij [t] +

∑

m∈I(i)

Rk
mi[t] +Bk

i [t]





+

.

(1)
Here(x)+ denotesmax{x, 0}, and the inequality comes
from the fact that in general, since certain queues may
be empty, the actual endogenous arrival rate is less than
or equal to the nominal rate

∑

m∈I(i) R
k
mi[t].

B. Stability Region and Throughput Optimal Policy

Given the wireless network model, we now define
notions of stability and investigate throughput optimal
control policies.

Definition 1: [2] The queueik is stable if gki (ξ) ,

lim supn→∞
1
n

∑n

t=1 P
[

Uk
i [t] > ξ

]

→ 0 as ξ → ∞.
Input processes{B[t] = (Bk

i [t])i∈N ,k∈K}∞t=1 arestabi-
lizable if there exist service processes{Rk

ij [t]} for all
(i, j) ∈ E and k ∈ K such that for everyt ∈ Z+,
R[t] ∈ C(Π),2 and the resulting queueing processes are
all stable.

2Here we assume the slot lengthT is long enough for time-sharing
among differentP ∈ Π.
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Definition 2: The stability region Λ of a wireless
multi-hop network is the closure of the set of the average
arrival rate vectorsa of all stabilizable input processes.

For a general wireless multi-hop network, its stability
region has a simple characterization in terms of support-
ing multi-commodity rates that are feasible under link
capacity constraints.

Theorem 1: [2] The stability regionΛ of the wireless
multi-hop network with transmission power constraint
Π is the set of all average rate vectors(aki ) such that
there exists a multi-commodity service rate vector(Rk

ij)
satisfying

Rk
ij ≥ 0, ∀(i, j) ∈ E andk ∈ K,

aki ≤
∑

j∈O(i)

Rk
ij −

∑

m∈I(i)

Rk
mi, ∀i ∈ N , k ∈ K,

∑

k∈K

Rk
ij ≤ Cij , ∀(i, j) ∈ E where(Cij)(i,j)∈E ∈ C(Π).

The following Maximum Differential Backlog (MDB)
policy has been shown to bethroughput optimal[1],
[2] in the sense that it stabilizes all input processes
with average rate vectors belonging to the interior ofΛ,
without knowledge of arrival statistics. The policy can
be described as follows:

1) At slot t, find traffic type k∗ij [t] having the
maximum differential backlogover link (i, j)
for all (i, j) ∈ E . That is, k∗ij [t] =
argmaxk∈K

{

Uk
i [t]− Uk

j [t]
}

, whereUk
j [t] ≡ 0 if

j ∈ Nk. Let b∗ij [t] = max
{

0, Uk∗

i [t]− Uk∗

j [t]
}

,
wherek∗ ≡ k∗ij [t].

2) Find the rate vectorR∗[t] which solves

max
R∈C(Π)

∑

(i,j)∈E

b∗ij [t] · Rij . (2)

3) The service rate provided by link(i, j) to queue
ik is determined by

Rk
ij [t] =

{

R∗
ij [t], if k = k∗ij [t],

0, otherwise.

For wired networks, the above MDB policy can be
implemented in a fully distributed manner. In wireless
networks, however, the capacity of a link is usually
affected by interference from other links. Therefore,
solving (2) in general requires centralized computation.
Thus far, distributed solutions for (2) are available only
for relatively simple physical layer models [8].

In the following, we develop efficient distributed MDB
control algorithms for interference-limited CDMA net-
works with random traffic. Throughout the rest of the

paper, we assume all nodes have synchronized clocks so
that their timing for the boundaries of time slots are the
same. This assumption guarantees that the MDB values
in (2) are taken at the same instant across all links.

III. D ISTRIBUTED MAXIMUM DIFFERENTIAL

BACKLOG CONTROL

A. Throughput Optimal Power Control

We study a wireless network using direct-sequence
spread-spectrum CDMA. The received signal-to-
interference-plus-noise ratio (SINR) per channel code
symbol of link (i, j) is given by

SINRij =
KhijPij

θihij(Pi − Pij) +
∑

m 6=i

hmjPm +Nj

,

whereK is the processing gain,Pm =
∑

k∈O(m) Pmk

is the total transmission power of nodem, and Nj

represents the noise power of receiverj. The parameter
θi ∈ [0, 1] characterizes the degree of self-interference.3

Assume the receiver of every link decodes its own sig-
nal against the interference from other links as Gaussian
noise. The information-theoretic capacity of link(i, j) is
given by

Rs log






1 +

KhijPij

θihij(Pi − Pij) +
∑

m 6=i

hmjPm +Nj






.

For convenience, we normalize the channel symbol rate
Rs to be one for subsequent analysis. We also takelog(·)
to be the natural logarithm to simplify differentiation
operations.

In most CDMA systems, due to the large multiplica-
tion factorK, the SINRper symbol

KhijPij

θihij(Pi − Pij) +
∑

m 6=i

hmjPm +Nj

is typically high [9]. Therefore, in the high SINR regime,
we can approximate the capacity of any active link(i, j)
by

log







KhijPij

θihij

∑

k 6=j Pik +
∑

m 6=i

hmj

∑

k∈O(m) Pmk +Nj






.

3θi = 0 corresponds to the case when nodei applies mutually
orthogonal direct sequences for transmissions to its receivers. In this
case, signals intended for different receivers will not interfere with each
other in demodulation. The other extreme, whereθi = 1, represents
the most pessimistic case where self-interference is as significant as
all other sources of interference.
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With a change of variablesSi = lnPi, Ŝi = ln P̂i,
andSik = lnPik, the capacity function becomes

Cij(S) = log(Khij) + Sij −

log



θihij

∑

k 6=j

eSik +
∑

m 6=i

hmj

∑

k∈O(m)

eSmk +Nj



 ,

which is known to be concave inS [10], [11].
It follows that the instantaneous achievable region
⋃

P∈Π C(P ) is concave, and therefore is equal to
C(Π) = conv

(
⋃

P∈Π C(P )
)

.
Thus, the optimization problem in (2) at a fixed

time slot can be seen as optimizing over the region4
⋃

P∈Π C(P ). More specifically, it can be rewritten as
the following concave maximization problem

maximize
∑

(i,j)∈E

b∗ijRij (3)

subject to Rij = Cij(S), ∀(i, j) ∈ E ,
∑

j∈O(i)

eSij ≤ P̂i, ∀i ∈ N .

Without loss of generality, we assumeb∗ij > 0 for
all (i, j) (otherwise we can simply exclude those links
havingb∗ij = 0 from the objective function in (3)).

B. Power Adjustment Variables

Next we introduce a set of node-based control vari-
ables for adjusting the transmission powers on all links.
They are

Power allocation variables: ηik ,
Pik

Pi

, (i, k) ∈ E ,

Power control variables: γi ,
Si

Ŝi

, i ∈ N .

These variables are illustrated in Figure 1. With appro-
priate scaling, we can always let̂Pi > 1 for all i ∈ N so
that Ŝi > 0. Therefore, we have the following equivalent
Throughput Optimal Power Control (TOPC) problem:
maximize
∑

(i,j)

b∗ij log
Khij(P̂i)

γiηij

θihij(P̂i)γi(1 − ηij) +
∑

m 6=i

hmj(P̂m)γm +Nj

(4)

subject to ηij ≥ 0, ∀(i, j) ∈ E ,
∑

j∈O(i)

ηij = 1, γi ≤ 1, ∀i ∈ N .

4Notice that even if
⋃

P∈Π C(P ) is not convex, restricting the
optimization in (2) within

⋃

P∈Π C(P ) does not lose any optimality.
This is because the objective function is linear in link rates, the
maximum attained in any compact region region is equal to the
maximum achievable in the convex hull of that region.

ˆ i

i iP P

ij i ij
P Pil i ilP P

ik i ik
P P

i

j

k
l

Fig. 1. Transmission powers in terms of the power control andpower
allocation variables.

C. Conditions for Optimality

To solve the TOPC problem in (4), we compute the
gradients of the objective function, denoted byF , with
respect to the power allocation variables and the power
control variables, respectively. They are as follows. For
all i ∈ N andj ∈ O(i),

∂F

∂ηij
= Pi





∑

k∈O(i)

b∗ik
−θihik

INik

−
∑

m 6=i

∑

k∈O(m)

b∗mk

hik

INmk

+ δηij



 ,

where thepower allocation marginal gain indicatoris

δηij , b∗ij

(

1

Pij

+
θihij

INij

)

. (5)

For all i ∈ N ,
∂F

∂γi
= Ŝi · δγi,

where thepower control marginal gain indicatoris

δγi , Pi





∑

m 6=i

∑

k∈O(m)

−b∗mkhik

INmk

+

∑

k∈O(i)

−θib
∗
ikhik

INik

+
∑

k∈O(i)

δηik · ηik



 . (6)

The termINij appearing above is short-hand notation
for the overall interference-plus-noise power at the re-
ceiver end of link(i, j), that is

INij = θihij

∑

k 6=j

eSik +
∑

m 6=i

hmj

∑

k∈O(m)

eSmk +Nj.

The marginal gain indicators fully characterize the
optimality conditions as follows.
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Theorem 2:A feasible set of transmission power vari-
ables{ηik}(i,k)∈E and {γi}i∈N is the solution of the
TOPC problem (4) if and only if the following conditions
hold. For alli ∈ N , there exists a constantνi such that

δηik = νi, ∀k ∈ O(i), (7)

δγi = 0, if γi < 1, (8)

δγi ≥ 0, if γi = 1. (9)

Here, allηik > 0 sinceb∗ik > 0 by assumption.

For the detailed proof of Theorem 2, see [12]. Due
to the distributed form of the optimality conditions,
every node can check the conditions with respect to
its controlled variables locally, and adjust them towards
the optimum. In the next section, we present a set of
distributed algorithms that achieve the global optimal
power configuration.

D. Distributed Power Control Algorithms

We design scaled gradient projection algorithms which
iteratively update the nodes’ power allocation variables
and power control variables in a distributed manner, so as
to asymptotically converge to the optimal solution of (4).
At each iteration, the variables are updated in the positive
gradient direction, scaled by a positive definite matrix.
When an update leads to a point outside the feasible set,
the point is projected back into the feasible set [13].

1) Power Allocation Algorithm (PA):At the kth iter-
ation at nodei, the current local power allocation vector
ηk
i = (ηkij)j∈O(i) is updated by

ηk+1
i = PA(ηk

i ) =
[

ηk
i + βk

i · (Qk
i )

−1 · δηk
i

]+

Qk
i

.

Here,δηk
i = (δηkij)j∈O(i) andβk

i is a positive stepsize.
The matrix Qk

i is symmetric, positive definite on the
subspace{vi :

∑

j∈O(i) vij = 0}. Finally, [·]+
Qk

i

denotes
the projection on the feasible set ofηi relative to the
norm induced byQk

i .5

Suppose each nodej can measure the value of
SINRij for any of its incoming links. Before an itera-
tion of PA, nodei collects the feedback from next-hop
neighborsj of the presentSINRij ’s. Theni can readily
compute allδηij ’s according to

δηij = b∗ij

(

1

Pij

+
θihij

INij

)

=
b∗ij
Pij

(

1 +
θiSINRij

K

)

.

Note that since the calculation ofδηij involves only
locally obtainable measures, thePA algorithm does not
require global exchange of control messages.

5In general,[x̃]+
Qk

i

≡ argminx∈F (x− x̃)′ ·Qk
i · (x− x̃), where

F is the feasible set ofx.

2) Power Control Algorithm (PC):After a phase for
exchanging control messages (which will be discussed
below), every nodei is able to calculate its power
control marginal gain indicatorδγi. From a network-
wide viewpoint, the power control vectorγk = (γk

i )i∈N

is updated by

γk+1 = PC(γk) =
[

γk + ξk · (V k)−1 · δγk
]+

V k .

Here, ξk is a positive stepsize and matrixV k is sym-
metric and positive definite. Note thatPC becomes
amenable to distributed implementation if and only if
V k is diagonal.

We now derive an efficient protocol which allows
each node to calculate its ownδγi given limited control
messaging. We first re-order the summations on the RHS
of (6) as

δγi = Pi





∑

j 6=i







−hij

∑

m∈I(j)

b∗mj

INmj







∑

j∈O(i)

{

b
∗
ij

[

1

Pi

+ (θiηij − θi + 1)
hij

INij

]}



 .

With reference to the above expression, we propose the
following procedure for computingδγi.

Power Control Message Exchange Protocol:Let each
nodej assemble the measures

b∗mj

INmj
from all its incom-

ing links (m, j). For this purpose, an upstream neighbor
m needs to informj with the valueb∗mj/Pmj . Since
nodej can measure bothSINRmj andhmj by itself,
it can calculate according to

b∗mj

INmj

=
b∗mj

Pmj

SINRmj

hmjK
.

After obtaining the measures from all incoming links,
nodej sums them up to form the power control message:

Msg(j) ,
∑

m∈I(j)

b∗mj

INmj

.

It then broadcastsMsg(j) to the whole network. The
control message generating process is illustrated by
Figure 2, where the solid arrows represent local mes-
sage communications and the hollow arrow signifies the
message being broadcast.

Upon obtainingMsg(j) from node j 6= i, node i
processes it according to the following rule. Ifj is a
next-hop neighbor ofi, it multiplies the message with
hij and subtracts the product from the local measure

b
∗
ij

[

1

Pi

+ (θiηij − θi + 1)
hij

INij

]

= δηij · ηij +

(

δηij −
b∗ij

Pij

)

1− θi

θi
.

5



j
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lj
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kj
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ij
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Msg j

IN

k

i

l

Fig. 2. Information Exchange Protocol for Power Control Algorithm

Otherwise, it multipliesMsg(j) with −hij . Finally,
node i adds up the results derived from processing all
other nodes’ messages, and this sum multiplied byPi

equalsδγi. Note that in a symmetric duplex channel6,
hij ≈ hji, and nodei may use its own measure of
hji in the place ofhij . Otherwise, it will need channel
feedback from nodej to calculatehij . To summarize,
the protocol requiresonly one message from each node
to be broadcast to the whole network.

3) Convergence of Algorithms:We now formally
state the central convergence result for thePA andPC
algorithms discussed above.

Theorem 3:From any valid initial transmission power
configuration{η0

i } and γ0, there exist valid scaling
matrices{Qk

i } andV k, and positive stepsizes{βk
i } and

ξk such that the update sequences generated by the
algorithmsPA(·) andPC(·) converge, i.e.,ηk

i → η∗
i

for all i, andγk → γ∗ as k → ∞. Furthermore,{η∗
i }

andγ∗ constitute a set of jointly optimal solution to the
TOPC problem (4).

In the PA andPC algorithms, the scaling matrices
are chosen to be appropriate diagonal matrices which
approximate the relevant Hessians such that the objective
value is increased by every iteration until the optimum
is achieved. This allows the scaled gradient projection
algorithms to approximate constrained Newton algo-
rithms, which are known to have fast convergence rates.
Furthermore, the scaling matrices are shown to be easily
calculated at each node using very limited control mes-

6In this case, we can let the control signal broadcast byj be
amplitude modulated by

√

Msg(j), therefore the received signal
power at nodei is hjiMsg(j) = hijMsg(j), i.e., the multiplication
of messages with path gains at nodei is done automatically by the
channel.

saging. The detailed derivation of these parameters and
the full proof of Theorem 3 can be found in [12].

Also note that the convergence of the algorithms does
not require any particular order of runningPA andPC
algorithms at different nodes. Any nodei only needs to
update its own variablesηi and γi usingPA andPC
until its local variables satisfy the optimality conditions
(7)-(9).

IV. T HROUGHPUTOPTIMALITY OF DELAYED

MAXIMUM DIFFERENTIAL BACKLOG POLICY

Since thePA and PC algorithms need a certain
number of iterations before reaching a close neighbor-
hood of an optimum to the problem in (4), the MDB
policy must now be implemented withdelayed queue
state information. This issue is studied in the context of
N × N packet switches by Neely et al. [14]7 and in a
queueing network with Poisson arrivals and exponential
service rates by Tassiulas and Ephremides [15]. Here,
we analyze the MDB algorithm with delayed queue
state information in general multi-hop networks with
i.i.d. random arrival processes and general rate regions.
We show that the throughput optimality of the MDB
policy is preserved for any finite delay in the queue
state information. For this, we invent a new geometric
approach for computing the expected Lyapunov drift of
the queue state.

A. Transient Optimal Rates

Without loss of generality, assume the convergence
time of the MDB algorithms in Section III-D is the
length of a time slotT ,8 i.e., at timeτ = (t + 1)T ,
the optimal service rate vector forU [t] is achieved. For
ease of analysis, we further scale time so thatT = 1.

We assume a general feasible service rate region.
Instead of studying the service rates(Rk

ij(τ)), in this
section we focus on thevirtual service rates9 defined as

R̃k
i (τ) =

∑

j∈O(i)

Rk
ij(τ)−

∑

m∈I(i)

Rk
mi(τ).

7In [14], the current queue state is taken to be the state of the
Markov chain used for stability analysis. As we show below, however,
the Markov state should consist of the current queue state aswell as
the previous queue state.

8In practice, the gradient projection algorithms can only find an
approximate optimal solution within a finite period of time.In this
work, we make the idealization that the exact optimum can be achieved
after the convergence periodT . Such an assumption simplifies the
following analysis while its loss of precision is small whenwe takeT
sufficiently large.

9Virtual service rates can be negative, as when a queue’s endogenous
incoming rate is higher than its outgoing rate.
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Such a transformation considerably simplifies our sub-
sequent analysis. The total virtual service rate vector in
the tth slot is

R̃[t] =

∫ t+1

t

R̃(τ)dτ,

where the integration is taken component-wise. By
definition, we have R̃k

i [t] =
∑

j∈O(i) R
k
ij [t] −

∑

m∈I(i)R
k
mi[t]. Therefore, we considerR̃[t] =

(R̃k
i [t])i∈N ,k∈K induced byR[t]. A total virtual service

rate vectorR̃[t] is feasible if it is induced by a feasible
R[t] ∈ C(Π). Denote the set of all feasiblẽR[t] by
CR̃(Π). It is straightforward to verify thatCR̃(Π) is
compact and convex. By Theorem 1 of [3], the subset of
CR̃(Π) in the positive orthant is the stability region of
the wireless multi-hop networks with power constraints
Π. For brevity, we denoteCR̃(Π) by C in this section.
Finally, the queueing dynamics in (1) can be written in
vector form as

U [t+ 1] ≤
(

U [t]− R̃[t] +B[t]
)+

. (10)

Note that maximizing the MDB objective function
(2) in R over the feasible service rate regionC(Π) is
equivalent to maximizingU [t]′ · R̃ in R̃ over thevirtual
service rate regionC. We denote the maximizing̃R by
R̃

∗
(U [t]). From now on, we simply call̃R the service

rate vector and refer tõR
∗
(U [t]) as theoptimal rate

allocation for queue stateU [t].
Recall our discussion of the distributed MDB control

algorithms in the last section. Due to the iterative nature
of the algorithms, the optimal power vector and the
optimal rate allocation for a given queue state can be
found only when the algorithms converge. Therefore in
practice, the rate vector solving (2) for(b∗ij [t]) cannot
be applied instantly at the beginning of thetth slot.
The actual service rates̃R(τ), τ ∈ R+, are always in
transience, shifting from the previous optimum to the
next optimum. Thus, the instantaneous rate vector at time
τ = t is R̃(t) = R̃

∗
(U [t − 1]), and at timeτ = t + 1,

R̃(t+ 1) = R̃
∗
(U [t]).

B. Lyapunov Drift Criterion

Following the previous model, the process
{(U [t],U [t− 1])}∞t=1 forms a Markov chain. The
state (U [t],U [t− 1]) , W [t] lies in the state space
W = R

M
+ × R

M
+ where M is the total number of

queues. As an extension of Foster’s criterion for a
recurrent Markov chain [16], the following condition
is used in studying the stability of stochastic queueing
systems [1], [14].

Lemma 1: If there exist a (Lyapunov) functionV :
W 7→ R+, a compact subsetW0 ⊂ W , and a positive
constantε0 such that for allw ∈ W0

E [V (W [t+ 1])− V (W [t])|W [t] = w] < ∞, (11)

and for allw /∈ W0

E [V (W [t+ 1])− V (W [t])|W [t] = w] ≤ −ε0, (12)

then the Markov chain{W [t]} is recurrent. Hence, the
queueing system is stable in the sense of Definition 1.

We use the Lyapunov function from [15]:

V (W [t]) =
∑

k∈K

∑

i∈N

Uk
i [t]

2 + (Uk
i [t]− Uk

i [t− 1])2

= ‖U [t]‖2 + ‖U [t]−U [t− 1]‖2,

where‖ ·‖ denotes theL2 norm. Using relation (10), we
derive the following upper bound on the expected one-
step Lyapunov drift conditioned onW [t] = (ut,ut−1):

E [V (W [t+ 1])− V (W [t])|W [t] = (ut,ut−1)]

≤ 2u′
t

(

a− R̃[t]
)

+ 2
(

|b|+ ‖R̃[t]‖2
)

−‖ut − ut−1‖2,

whereb is the vector of second moments of the random
arrival rates and| · | denotes theL1 norm. The detailed
derivation of the above inequality is left to Appendix A.

Because the distributed power adjustment algorithms
in Section III-D increase the objective valueu′

t · R̃ with
every iteration from timet to t+1, u′

t ·R̃(τ) is increasing
in τ ∈ [t, t+ 1) and givenW [t] = (ut,ut−1),

u′
t · R̃[t] =

∫ t+1

t

u′
t · R̃(τ)dτ ≥

∫ t+1

t

u′
t · R̃(t)dτ = u′

t · R̃(t) = u′
t · R̃

∗
(ut−1).

Also notice that because the second moment vectorb

is assumed to be finite and̃R[t] lies in the bounded
region C, we can find a finite constantλ such that
2
(

|b|+ ‖R̃[t]‖2
)

≤ λ. Thus, the conditional expected
Lyapunov drift is upper bounded by

2u′
t ·

(

a− R̃
∗
(ut−1)

)

− ‖ut − ut−1‖2 + λ.

Using the above Lyapunov function and the upper
bound for the expected Lyapunov drift, we show the
following main result.

Theorem 4:The delayed MDB policy is throughput
optimal, i.e. it stabilizes all arrival processes whose
average rate vectora ∈ int C.
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Guided by the Lyapunov drift criterion, the proof
aims to find anε0 > 0 and a compact setW0 (which
may depend onε0) which satisfy the conditions (11)-
(12) for any average arrival ratesa ∈ int C. Note
that condition (11) is always satisfied since the first and
second moments of arrival rates as well as the service
rate vector are bounded. Now consider the compact
region characterized by

W0 = {w ∈ R
M
+ × R

M
+ : V (w) ≤ Ω}. (13)

Given ε0 > 0, we need to specify a finiteΩ and show
that whenw[t] = (ut,ut−1) /∈ W0,

2u′
t ·
(

a− R̃
∗
(ut−1)

)

−‖ut−ut−1‖2+λ ≤ −ε0. (14)

Towards this objective, we devise a geometric method
to relate the position ofut andut−1 in the state space
to the value of the inner productu′

t · [a− R̃
∗
(ut−1)]. In

order to reveal the insight underlying this approach, we
first develop the methodology inR2. The generalization
to higher dimensions as well as the proof for Theorem 4
can be found in the Appendix.

C. Geometric Analysis

In this section, we analyze vectors of arrival rates,
service rates, and queue states geometrically. In view of
condition (14), we characterize a neighborhood around
ut which has the following properties: ifut−1 lies in the
neighborhood, then the first term2u′

t ·(a−R̃
∗
(ut−1)) is

substantially negative (≤ −λ− ε0); if ut−1 lies outside
of the neighborhood (meaning that‖ut − ut−1‖2 is
relatively large), then the second term−‖ut − ut−1‖2
is sufficiently negative for (14) to hold.

We assume an average arrival rate vectora ∈ int C.
There must exist a point̄a ∈ bd C, and a positive
constantε such thata + ε · 1 ≤ ā. Therefore the point
e = a+ ε

2 · 1 is also in the interior ofC.
Given the current queue state vectorut ≥ 0, the

hyperplaneBe(ut) , {x : u′
t ·x = u′

t ·e} is perpendic-
ular to ut and crosses the pointe. The intersection of
halfspaceH+

e (ut) , {x : u′
t·x ≥ u′

t·e} with C, denoted
by C+

e (ut), is closed and convex with non-empty interior
[17].

Lemma 2:For y ∈ C+
e (ut), u′

t · [a− y] ≤ − ε
2‖ut‖.

Proof: Sincey ∈ H+
e (ut), by definitionu′

t ·y ≥ u′
t ·e.

Thus,

u′
t · [a− y] ≤ u′

t · [a− e]

= −ε

2
|ut| ≤ −ε

2
‖ut‖.

1
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2
f

1
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2
n

t
u

e

1
R

2
R

O

1

2

t
u

a

ef ( )e tC u

Fig. 3. The geometry whenBe(ut) intersectsbd C at two different
points inR+

2

The last inequality follows from|ut| ≥ ‖ut‖ since
ut ≥ 0. ✷

Two-Dimensional Heuristic:Assume there are two
queues in the network and index them by1 and2. In this
subsection, all vectors, hyperplanes, surfaces, etc. are in
R

2. The hyperplaneBe(ut) must intersectbd C at two
different points, as illustrated in Figure 3. Let the two
points bef1 and f2, wheref1 is the upper-left one.
Denote the hyperplane (which is a line inR2) tangent10

to C at f1 by Bf
1
(n1), wheren1 is the unit normal

vector of the tangent line. Specifically, we requiren1

to be pointing outward fromC. SinceC is not confined
in R

2
+, f1 is not necessarily nonnegative, and neither is

n1. If there exist multiple tangent lines atf1, taken1

to be any one of them. Let the unit normal vector atf2

ben2, defined in the same manner. Let

θ1(
−→ut) = arccos(n′

1 · −→ut), θ2(
−→ut) = arccos(n′

2 · −→ut),

where−→ut stands for the normalized vector ofut. Since
e ∈ int C, n1 andn2 can never be parallel to−→ut. Thus,

n′
1 · −→ut < 1, n′

2 · −→ut < 1,

and θ1(
−→ut) > 0, θ2(

−→ut) > 0. Moreover,θ1(
−→ut) and

θ2(
−→ut) are bounded away from zero for allut. To see

this, we make use of Figure 3 again. The pointf e is
on the boundary and the vectorfe − e is parallel to
ut. By simple geometry, the convexity of the rate region
implies θ1(ut) ≥ arctan(‖fe − e‖/‖f1 − e‖). Because
e is an interior point,‖fe − e‖ ≥ ξ > 0. Moreover,
‖f1 − e‖ ≤ D < ∞ since C is a bounded region.
Therefore,θ1(

−→ut) ≥ arctan(ξ/D) > 0. The same is true

10The tangent hyperplane containsf1 and defines a halfspace
containingC.
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Fig. 4. The geometry ofut−1 lying in the neighborhood ofut,
wherer = ‖ut‖ · α(~ut).

for θ2(
−→ut). Thus, we can construct a non-empty cone

emanating from the origin sweeping from the direction
of vectorut clockwise byθ2(

−→ut) and counterclockwise
by θ1(

−→ut). Such a cone always containsut in its strict
interior. This is illustrated in Figure 4.

We consider the following two cases. First, if
‖ut−ut−1‖/‖ut‖ ≤ sin

[

min{θ1(−→ut), θ2(
−→ut), π/2}

]

≡
α(−→ut), then the pair of points(ut,ut−1) both lie in the
cone described above. In this case,ut−1 is said to be in
the neighborhoodof ut. See Figure 4.

Let α be the infimum ofα(−→ut) over all nonnegative
unit vector −→ut. Because allθ1(

−→ut) and θ2(
−→ut) are

strictly positive,α must be strictly positive. If‖ut −
ut−1‖/‖ut‖ ≤ α, ut−1 is also in the cone withut. In
this case, the hyperplane of normal vectorut−1 tangent
to the rate regionC touchesbd C at R̃

∗
(ut−1) some-

where betweenf1 and f2, i.e., R̃
∗
(ut−1) ∈ C+

e (ut).
By Lemma 2, the inner productu′

t · [a− R̃
∗
(ut−1)] ≤

− ε
2‖ut‖. Then for allw[t] such thatV (w[t]) > (1+α2)·

(ε0 + λ)2/ε2 ≡ Ω1, ‖ut‖ > (ε0 + λ)/ε, and therefore

2u′
t ·

(

a− R̃
∗
(ut−1)

)

− ‖ut − ut−1‖2 + λ

≤ 2u′
t ·

(

a− R̃
∗
(ut−1)

)

+ λ < −ε0,

which is the desired condition (14).
If ‖ut−ut−1‖/‖ut‖ > α and assume‖ut−ut−1‖2 =

ω, then

2u′
t ·

(

a− R̃
∗
(ut−1)

)

− ‖ut − ut−1‖2 + λ

≤ 2‖ut‖‖a− R̃
∗
(ut−1)‖ − ω + λ

< 2
√

ω/α2
√

λ/2− ω + λ

=
√
2ωλ/α− ω + λ.

Define

ω2 = inf{ω > 0 :
√
2ωλ/α− ω + λ ≤ −ε0}. (15)

Then for allw[t] such thatV (w[t]) > (1 + 1/α2)ω2 ≡
Ω2, ‖ut − ut−1‖2 > ω2 and (14) holds.

Combining the above two cases and lettingΩ =
max{Ω1,Ω2}, we see that the region specified in (13)
satisfies Lemma 1 and Theorem 4 follows.

V. NUMERICAL EXPERIMENTS

To assess the practical performance of the node-based
distributed MDB policy in stochastic wireless networks,
we conduct the following simulation to compare the total
backlogs as the result of the same arrival processes but
different MDB schemes.

Our scheme iteratively adjusts the transmission powers
during a slot to find the optimal rates for the queue
state at the beginning of a slot. As a consequence, the
MDB optimization is done with delayed queue state
information, the transmission rates keep changing all
the time, and the optimal rates are achieved only at
the end (beginning) of the current (next) slot. Recently,
Giannoulis et al. [18] proposed another distributed power
control algorithm to implement the MDB policy in
CDMA networks. Instead of converging to the optimal
solution to the current MDB problem, their scheme
updates the link powers based on the present queue
state only once in a slot. The new queue state at the
beginning of the next slot is used for the subsequent
iteration. To mark out the above difference, we refer to
our method as “iterative MDB with convergence”, and
the method studied in [18] as “iterative MDB without
convergence”. Both schemes are shown to preserve the
throughput optimality of the original MDB policy, which
ideally finds the optimal transmission rates for the queue
state at the beginning of a slot, and applies them for the
whole slot.

For a single run of the experiment, we use a network
with N nodes uniformly distributed in a disc of unit
radius. Nodesi and j have a direct connection if their
distanced(i, j) is less than2.5/

√
N , so that the average

number of a nodes’s neighbors remains constant with
N . The path gain is modeled ashij = d(i, j)−4. The
processing gain of the CDMA system isK = 105, and
the self-interference cancellation factor isθi = 0.25. All
nodes are subject to the common total power constraint
P̂i = 100 and AWGN of powerNi = 0.1.

Each node is the source node of one session with the
destination chosen from the otherN−1 nodes at random.
At the beginning of every slot, the new arrivals of allN
sessions are independent Poisson random variables with
the same parameterB. As an approximation, we assume
the iterative MDB scheme converges after 50 iterations
of the PA and PC algorithms. The convergence time

9
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Fig. 6. Total backlogs under three MDB schemes (N = 5, B = 7).

is taken to be the length of a slot, as in Section IV.
Under each one of the MDB schemes, the network is
fed with the same arrival processes. The total backlog in
the network is recorded after every slot. Figure 5 shows
the backlog curves generated by the three schemes after
averaging10 independent runs with the parametersN =
10 and B = 4. Figure 6 reports the result from the
experiment with the parametersN = 5 andB = 7. The
three methods all manage to stabilize the network queues
in the long run. However, the convergent MDB scheme
and the instantaneous MDB scheme result in lower queue
occupancy, hence lower delay than the MDB scheme
without convergence.

VI. CONCLUSION

In this work, we study the distributed implementa-
tion of the Maximum Differential Backlog algorithm
within interference-limited CDMA wireless networks
with random traffic arrivals. In the first half of the
paper, we develop a set of node-based iterative power
allocation and power control algorithms for solving the
MDB optimization problem. Our algorithms are based
on the scaled gradient projection method. We show that
the algorithms can solve the MDB optimization in a
distributed manner using low communication overhead.
Because these iterative algorithms typically require non-
negligible time to converge, the optimal rate allocation
can only be achieved with delay. In the second half of
the paper, we analyze the MDB policy with delayed
queue information. Using a new geometric approach for
analysis of the expected Lyapunov drift, we prove that
throughput optimality of the MDB algorithm still holds
as long as the second moments of traffic arrival rates
are bounded. The two parts of the paper in conjunction
yield a distributed solution to throughput optimal control
of CDMA wireless networks with random traffic arrivals.

APPENDIX

A. Derivation of Lyapunov Drift

By definition, the difference of Lyapunov values
V (W [t+ 1]) andV (W [t]) can be written as

V (W [t+ 1])− V (W [t])

= ‖U [t+ 1]‖2 − ‖U [t]‖2 + ‖U [t+ 1]−U [t]‖2
−‖U [t]−U [t− 1]‖2

= 2U [t+ 1]′ · (U [t+ 1]−U [t])

−‖U [t]−U [t− 1]‖2.
Using relation (10), we have

U [t+ 1]′ · (U [t+ 1]−U [t])

≤
(

(

U [t]− R̃[t] +B[t]
)+

)′

·
(

(

U [t]− R̃[t] +B[t]
)+

−U [t]

)

≤
(

U [t]− R̃[t] +B[t]
)′

·
(

B[t]− R̃[t]
)

≤ U [t]′ · (B[t]− R̃[t]) + ‖B[t]‖2 + ‖R̃[t]‖2.
Therefore, we finally obtain

V (W [t+ 1])− V (W [t])

≤ 2U [t]′ · (B[t]− R̃[t]) + 2
(

‖B[t]‖2 + ‖R̃[t]‖2
)

−‖U [t]−U [t− 1]‖2.
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B. Geometric Analysis inRM

We now generalize our geometric analysis in Sec-
tion IV-C to M -dimensional space. We retain the no-
tation from Section IV-C.

Analogous to the argument used in the 2-dimensional
case, we focus on characterizing the neighborhood ofut.

Lemma 3:For any ut ≥ 0, there exists a region
K(ut) ⊂ R

M
+ such that

1. ut ∈ K(ut);
2. K(ut) has non-empty and convex interior relative

to any one-dimensional affine space containingut;
3. For all ut−1 ∈ K(ut), the optimal rate vector

R̃
∗
(ut−1) with respect tout−1 is in C+

e (ut).

Note thatK(ut) is the M -dimensional analogue of
the circleS(ut, r) of radius r aroundut in Figure 4.
To facilitate the proof, define the set of feasible unit
incremental vectors around a nonnegative unit vector−→u
as

∆−→u , {∆ = (∆1, · · · ,∆M ) :

‖∆‖ = 1, and∆k
i ≥ 0 if ~uk

i = 0
}

.

Proof of Lemma 3:Each ∆ ∈ ∆−→ut
spans a one-

dimensional affine space containingut. It is sufficient
to show that given any∆ ∈ ∆−→ut

, there exists̄δ > 0
such that for allδ ∈ [0, δ̄] andf ∈ C satisfying

(ut + δ∆)′ · f ≥ (ut + δ∆)′ ·R, ∀R ∈ C, (16)

we havef ∈ C+
e (ut).

We prove the claim by construction. We make use of
the dominant point̄a of a such thata+ ε · 1 ≤ ā (also
e+ ε/2 · 1 ≤ ā). Define the parameter

d(∆) , max
R∈C

∆
′ · (R − ā), (17)

which is at least zero (by settingR = ā in the objective
function). It is possibly equal to zero, and must be
bounded from above, because∆ is a unit vector and
the optimization regionC is compact.

Now consider

δ̄ =
ε‖ut‖
2d(∆)

,

which by the above analysis is positive. BecauseC is
convex and compact, for anyδ ∈ [0, δ̄] there exists at
least onef satisfying (16). Picking any one suchf and
specifically lettingR = ā on the RHS of (16), we have

(ut + δ∆)′ · f ≥ (ut + δ∆)′ · ā.
By using the inequality

u′
t · ā ≥ u′

t · e+
ε

2
|ut| ≥ u′

t · e+
ε

2
‖ut‖,

we have

u′
t · f ≥ u′

t · ā− δ∆′ · (f − ā)

≥ u′
t · e+

ε

2
‖ut‖ − δ∆′ · (f − ā)

≥ u′
t · e+

ε

2
‖ut‖ − δ̄max

R∈C
∆

′ · (R− ā)

= u′
t · e+

ε

2
‖ut‖ −

ε‖ut‖
2d(∆)

· d(∆)

= u′
t · e.

Thus, we can conclude thatf ∈ C+
e (ut). Sincef is

chosen arbitrarily, the claim at the beginning of the proof
is proved.

Finally, defineK(ut) as
{

ut−1 ∈ R
M
+ : ‖ut−1 − ut‖ ≤ ε‖ut‖

2d(
−−−−−−→
ut−1 − ut)

}

,

(18)
where d(·) is defined as in (17). To accommodate
the special case ofut−1 = ut, we defined(0) = 0.
It is easily verified that the so-constructedK(ut) is
a valid neighborhood ofut, as required by the lemma.✷

C. Proof for Theorem 4

If

‖ut−1 − ut‖
‖ut‖

≤ ε

2 sup−→u≥0
d(−→u )

≡ α,

thenut−1 ∈ K(ut) whereK(ut) is defined in (18). In
this case, for allw[t] such thatV (w[t]) > (1 + α2) ·
(ε0 + λ)2/ε2 ≡ Ω1, ‖ut‖ > (ε0 + λ)/ε, and therefore

2u′
t ·

(

a− R̃
∗
(ut−1)

)

− ‖ut − ut−1‖2 + λ

≤ 2u′
t ·

(

a− R̃
∗
(ut−1)

)

+ λ < −ε0,

which is the desired condition (14).
If ‖ut − ut−1‖/‖ut‖ > α, defineω2 as in (15), then

for all w[t] such thatV (w[t]) > (1 + 1/α2)ω2 ≡ Ω2,
‖ut − ut−1‖2 > ω2 and (14) holds.

Combining the above two cases and letting
Ω = max{Ω1,Ω2}, we see that the region specified
in (13) satisfies Lemma 1 and therefore the queueing
system is stable under any average arrival rate vector
a ∈ int C. ✷

REFERENCES

[1] L. Tassiulas and A. Ephremides, “Stability properties of con-
strained queueing systems and scheduling policies for maximum
throughput in multihop radio networks,”IEEE Transactions on
Automatic Control, vol. 37, pp. 1936–1948, Dec. 1992.

11



[2] M. Neely, E. Modiano, and C. Rohrs, “Dynamic power allocation
and routing for time varying wireless networks,” inProceedings
of INFOCOM 2003, vol. 1, pp. 745–755, Mar. 2003.

[3] M. Neely, E. Modiano, and C. Rohrs, “Dynamic power allocation
and routing for time-varying wireless networks,”IEEE Journal
on Selected Areas in Communications, vol. 23, pp. 89–103, Jan.
2005.

[4] A. Eryilmaz and R. Srikant, “Fair resource allocation inwireless
networks using queue-length-based scheduling and congestion
control,” in Proceedings of INFOCOM 2005, vol. 3, pp. 1794–
1803, Mar. 2005.

[5] P. Chaporkar, K. Kar, and S. Sarkar, “Throughput guarantees
through maximal scheduling in wireless networks,” inProceed-
ings of the 2005 Allerton Conference on Communication, Control
and Computing, Sept. 2005.

[6] X. Wu, R. Srikant, and J. R. Perkins, “Queue-length stability of
maximal greedy schedules in wireless networks,” inProceedings
of Workshop on Information Theory and Applications, (UCSD),
Feb. 2006.

[7] X. Lin and N. Shroff, “The impact of imperfect schedulingon
cross-layer rate control in wireless networks,” inProceedings of
INFOCOM 2005, vol. 3, pp. 1804–1814, Mar. 2005.

[8] M. J. Neely, “Energy optimal control for time varying wireless
networks,” inProceedings of INFOCOM 2005, vol. 1, pp. 572–
583, Mar. 2005.

[9] D. Tse and P. Viswanath,Fundamentals of Wireless Communi-
cation. Cambridge University Press, 2004.

[10] M. Johansson, L. Xiao, and S. Boyd, “Simultaneous routing
and power allocation in CDMA wireless data networks,” inPro-
ceedings of IEEE International Conference on Communications,
vol. 1, pp. 51–55, May 2003.

[11] M. Chiang, “To layer or not to layer: Balancing transport and
physical layers in wireless multihop networks,” inProceedings
of INFOCOM 2004, vol. 4, pp. 2525–2536, Mar. 2004.

[12] Y. Xi and E. Yeh, “Throughput optimal distributed control of
stochastic wireless networks,” technical report, Dept. ofElectrical
Engineering, Yale University, New Haven, CT, Jan. 2006.

[13] D. P. Bertsekas,Nonlinear Programming. Athena Scientific,
second ed., 1999.

[14] M. J. Neely, E. Modiano, and C. Rohrs, “Tradeoffs in delay guar-
antees and computation complexity for N× N packet switches,”
in Proceedings of the Conference on Information Sciences and
Systems, (Princeton), Mar. 2002.

[15] L. Tassiulas and A. Ephremides, “Throughput properties of a
queueing network with distributed dynamic routing and flow
control,” Advances in Applied Probability, vol. 28, pp. 285–307,
Mar. 1996.

[16] S. Asmussen,Applied probability and queues. New York : Wiley,
1987.

[17] H. Eggleston,Convexity. Cambridge [Eng.] University Press,
1977.

[18] A. Giannoulis, K. Tsoukatos, and L. Tassiulas, “Lightweight
cross-layer control algorithms for fairness and energy efficiency
in cdma ad-hoc networks,” inProceedings of IEEE WiOpt 2006,
Apr. 2006.

12


	Introduction
	Network Model and Throughput Optimal Control
	Model of Stochastic Multi-hop Wireless Network
	Stability Region and Throughput Optimal Policy

	Distributed Maximum Differential Backlog Control
	Throughput Optimal Power Control
	Power Adjustment Variables
	Conditions for Optimality
	Distributed Power Control Algorithms
	Power Allocation Algorithm (PA)
	Power Control Algorithm (PC)
	Convergence of Algorithms


	Throughput Optimality of Delayed Maximum Differential Backlog Policy
	Transient Optimal Rates
	Lyapunov Drift Criterion
	Geometric Analysis

	Numerical Experiments
	Conclusion
	Appendix
	Derivation of Lyapunov Drift
	Geometric Analysis in RM
	Proof for Theorem ??

	References

