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Abstract: This paper analyses how ITS applications may 

embrace a privacy-by-design approach. We take a holistic 

viewpoint based on three founding principles: data 

minimization, enforcement and transparency.  The impact on 

architecture and technology is presented. Three challenges for 

ITS deployment are further discussed: the intrinsic instability 

of the resulting engineering process; the impact on future ITS 

platforms; the difficulty to reach consensus. Finally, tangible 

steps are identified on how to go forward in terms of further 

research work as well as building further industry consensus. 
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I. INTRODUCTION 

Intelligent Transport Systems (ITS) refers to the 
integration of information and communications technology 
into the transport infrastructure in order to enable the 
deployment of safety applications, traffic applications, and 
applications supporting other user needs. ITS involves 
communication within vehicles (e.g. a sensor transmits data 
to an in-vehicle subsystem), communication between 
vehicles (e.g. a vehicle transmits road status information to 
another vehicle), and communication between vehicles and 
other infrastructure stations (e.g. a vehicle transmits 
information to a road side unit or a remote traffic centre, or a 
vehicle receives position information). 

The deployment of ITS involves addressing pervasive 
computing challenges [1]. ITS also includes physical 
processes, like the dynamics of vehicles. Therefore, 
deployment of ITS consequently has to address further 
challenges related to cyber physical systems [2]. Last but not 
least, ITS applications involve vehicle positioning and user 
supporting applications, therefore raising privacy issues 
related to location-oriented service such as those described 
in [3] as well as to aggregation of application data [4]. 

At the end of 2006, the Article 29 Working Party [21] 
issued a study on the emergency call application (eCall) [22]. 
Raising concerns on collected location oriented data, the 
study recommended implementing an option allowing 
vehicle drivers to disable the operation of eCall. The 
European Commission consequently organized discussions 
within the eSafety Forum [23] which resulted in the creation 

of the eSecurity Working Group [24]. In 2009, the European 
Data Protection Supervisor (EDPS) raised concern regarding 
the ITS Directive [5] calling for the use of Privacy-by-
Design, i.e. a design process where privacy requirements are 
integrated from the start. As a consequence, the working 
group issued a report including a recommendation to work 
on the definition of privacy-by-design for ITS 
applications [6].   

Privacy-by-Design (PbD) concepts were first proposed 
by policy makers in the 90s [25]. Recently, there have been 
attempts to provide an engineering understanding. 
Spiekermann and Cranor [7] identify and contrast two 
approaches: privacy-by-architecture and privacy-by-policy. 
The former focuses on data minimization while the latter 
focuses on enforcing policies in data processing. Gürses, 
Troncoso and Diaz [8] take the position that data 
minimization should be the foundational principle for 
Privacy-by-Design. The European Commission's FP7 project 
PRECIOSA [26] focuses on the design of a privacy policy 
enforcement system based on a protected distributed 
perimeter [9]. It also recognized the need for combining data 
minimization with privacy policy enforcement in an analysis 
of guidelines for PbD in ITS applications [10]. 

This paper takes this analysis further by providing a 
holistic viewpoint on how to apply PbD to ITS applications. 
The paper is structured as follows: Section II analyses PbD. 
It first defines three key principles, i.e. data minimization, 
enforcement and transparency, before describing the 
resulting PbD process and showing how the process can be 
applied to the example application of electronic tolling. 
Section III analyses the influence of PbD on technology and 
architecture. We discuss the impact of applying each of the 
three key principles as well as their impact on ITS 
communication and on the application deployment process. 
Section IV presents three challenges for ITS deployment: the 
intrinsic instability of the resulting engineering process, the 
impact on future ITS platforms, and the difficulty to reach 
consensus. Finally Section V proposes tangible steps on how 
to advance in terms of further research work as well as 
continued industry consensus building towards deployment.  
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II. PRIVACY-BY-DESIGN 

A. Principles of Privacy-by-Design 

PbD involves three principles: data minimization, 
enforcement, and transparency. 

Data minimization is related to the collection limitation 
principle for privacy of the OECD guidelines [27] which 
states that there should be limits to the collection of personal 
data, and any such data should be obtained by lawful and fair 
means and, where appropriate, with the knowledge or 
consent of the data subject. We restate the data minimization 
principle as follows: the collection of personal information 
should be kept to a strict minimum in the design of an 
application. Furthermore, the design process should take the 
default option that no identifiable data is collected. 

This statement is not restrictive when we consider newly 
developed technology which allows replacing personal data 
by equivalent provable anonymous credentials or data sets. 
So instead of storing personal data, applications store related 
anonymous credentials or data sets. This approach was 
applied in [11] to design a location privacy preserving pay-
as-you drive insurance application for vehicles. No location 
data is collected for invoicing. Rather, data is kept local 
within the vehicle, where provable statements about driver 
insurance fees are computed on the fly. Note that data 
minimization does not prevent data to be used and 
manipulated; it just prevents some data from being collected. 

Enforcement is related to the security safeguards 
principle for privacy of the OECD guidelines, which states 
that personal data should be protected by reasonable security 
safeguards against such risks as loss or unauthorized access, 
destruction, use, modification, or disclosure of data.  We 
restate the enforcement principle as follows: an application 
should be designed to provide maximum protection of 
personal data during operation. Furthermore, the design 
process should take the default option that all personal data is 
protected by technical means. 

The rationale for the enforcement principle is to prevent 
accidental or malicious leaking of personal data. The 
massive deployment of ITS applications for millions of 
vehicles implies that a single failure or accident could have a 
huge negative impact. Technology for protection of stored 
personal data was exemplified by Hippocratic 
databases [12]. This was taken further by Kargl et al. [13] 
who present a data-centric approach for protecting personal 
data in a cooperative ITS environment. This approach was 
developed as part of the PRECIOSA project.  

Transparency is related to the openness, the individual 
participation, and the accountability principles of the OECD 
guidelines. Means should be readily available to establish the 
existence and nature of personal data and the main purposes 
for their use. Furthermore, any individual should have the 
right to get information on data collected about him. Finally, 
a data controller should be accountable for complying with 
the measures required for privacy preservation. We restate 
the transparency principle as follows: applications should be 
designed and operated so that maximum transparency can be 
provided to stakeholders on the way privacy preservation is 
ensured. Furthermore, the design process should include 

specific verification procedures (e.g. open design, auditing), 
while the operation should include technical features for 
dynamic verification capabilities. 

The rationale for transparency is trust. Applications 
involve users, service providers, and suppliers. Such 
stakeholders must be provided with guarantees that an 
application will behave properly. Transparency could have 
an impact on the design of the application itself because of 
the need to integrate dynamic verification. 

Privacy Impact Assessment (PIA) [28] is an example of 
informational measures for transparency at the process level. 
Random spot checks for electronic tolling in a privacy-
preserving solution [14] are an example of an 
implementation measure for transparency at operation level 
(such checks are actually considered as an application 
requirement). Such checks allow toll chargers to verify that 
toll service providers function properly. A toll charger can 
use various means for identifying vehicles in a given route 
segment (e.g. a camera with license plate reading capability) 
in order to request verification by the service provider that a 
vehicle has effectively been charged. 

PbD can only work if all three principles are taken into 
account. Enforcement and transparency without 
minimization could result in a system with no privacy 
preservation. Minimization and transparency without 
enforcement could result in a system that is vulnerable to 
privacy leaks. Finally, minimization and enforcement 
without transparency could result in a system which will not 
be trusted by users. 

B. Sketch of Overall Process 

Figure 1 depicts the impact of PbD on a mainstream 
engineering process.  The left column displays the five 
classic mainstream phases: requirements, design, 
implementation, verification, and operation. This is 
compared to the three PbD stages as displayed in the column 
to its right: privacy requirements, privacy-aware design and 
implementation, and privacy verification and assurance. 

 

 
Figure 1.  Impact of Privacy-by-Design on a Process. 

The privacy requirements analysis stage focuses on data 
minimization. It takes as input application requirements, in 
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particular the set of potential personal data involved, i.e. data 
that an application might process if no data minimization is 
applied. It considers privacy requirements by evaluating 
critically all personal data items to see whether they can be 
eliminated from the design as they are unnecessary to 
implement the required functionality or whether suitable data 
transformations can be applied through mechanisms such as 
anonymous credentials, aggregation, obfuscation, and 
change of resolution. The results of this stage are a 
minimized set of collected data, a set of operation data 
associated with the data policies corresponding to the 
minimization decision, and a set of privacy enhancing 
technologies to be used for data transformation. 

The privacy-aware design and implementation stage 
focuses on enforcement of privacy protection. Each 
processed data item and its associated privacy policy is 
critically considered to see whether suitable technical 
enforcement can be applied through mechanisms such as 
access control, isolation, perimeter protection, or Hippocratic 
databases, or privacy policy enforcement. The result of this 
stage is a mapping of the set of operation data and data 
policies onto a set of privacy enhancing technologies to be 
used for enforcement and data retention. 

The privacy verification and assurance stage focuses on 
transparency. It takes as input requirements for verification 
and assurance that have been elicited by stakeholders 
involved in the operation or the use of an application. These 
requirements might have an impact on the design process 
itself (e.g. applying a given method) and/or on the technical 
features to implement (e.g. implementing a given monitoring 
capability).  

The integration of the three stages in an engineering 
process depends on the industry ecosystem. Figure 2 shows 
the resulting process in a situation in which best practices 
have been established. Requirements for minimization, 
enforcement, and transparency of a given application are 
known, and related mechanisms are readily available as off-
the-shelf building blocks. The process focuses therefore on 
the integration of mechanisms. 

 

 
Figure 2.  Privacy-by-Design Process in a Mature Ecosystem. 

C. Electronic Tolling Example 

Application requirements for electronic tolling can be 
described as follows: constantly record information about the 
vehicle route; ensure accuracy of the recorded information; 
bill the driver/vehicle based on the recorded route 
information; and keep the information for invoice 
verification. 

A privacy-preserving solution supports the following 
requirements: keep the driven route private from road toll 
collectors, and keep route specific information only during 
the invoice litigation period. The result is a minimized data 
set consisting of the customer ID which is required to 
associate a vehicle with a customer account and billing 
information, the proof data of the driven route, and the 
associated cost. Associated data transformation could be 
based on the the optimistic payment protocol as described in 
[14]. Policies associated with manipulated data are as 
follows: detailed data concerning the vehicle route are kept 
and processed only inside the On-Board Equipment (OBE) 
of the vehicle; proof about the route driven is stored by the 
OBE only for a limited time that is needed for invoice 
verification; data sent outside the OBE only contain the 
customer ID and the cost for the distance that vehicle has 
driven the area operated by a toll charger. This data should 
not allow inferring data about a driver’s travel. Finally this 
aggregated data is signed by the OBE to prevent tampering. 

The privacy-aware design and implementation stage 
could be based on the mechanisms provided by the Privacy 
enforcing Run-time Architecture (PeRA) capability as 
developed by PRECIOSA [13][15]. In a nutshell, the PeRA 
provides a protected perimeter for data processing and 
privileged software execution. Deployed within an OBE, it 
ensures that recorded route information is only processed 
inside the protected perimeter within the OBE according to 
given privacy policies, i.e. raw position data is accessed only 
by a cost calculation application running only inside the 
perimeter. The application calculates the aggregated cost 
values that are then reported outside the perimeter and 
transmitted to the toll service provider. The system makes 
use of end-to-end transport encryption so that reports are 
authenticated with the OBU’s credentials and are kept 
confidential. In addition, the privileged software is 
responsible for the data transformations identified in the 
previous stage. This allows aggregated proofs to be 
generated and stored inside the protected perimeter of the 
OBE for invoicing, instead of detailed location 
measurements. The PeRA can further support such proofs by 
ensuring the integrity of the components which process the 
data. After the invoicing litigation period, the PeRA 
automatically ensures deletion of the proof data. 
Furthermore, the PeRA architecture also solves an important 
ITS platform requirement, i.e. allowing the execution of 
several independent applications at the same time without 
interference. Applications running in an OBE outside the 
perimeter have no access to the raw data inside. 

Finally, the privacy verification and assurance stage takes 
into account application requirements such as random spot 
checks. Furthermore, it also includes a static analysis phase 
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aiming at providing a formal guarantee of privacy 
preservation, e.g. through the P3L (PRECIOSA privacy 
policy language) which provides the basis for an ontology-
based analysis [16]. It could further include some common 
criteria evaluation [29], i.e. allowing for the verification that 
the implementations conform to an agreed electronic tolling 
protection profile. Finally, it includes conformance testing 
features to validate the compliance, ensuring that the 
implemented data transformation and enforcement features 
achieve what is specified. Preliminary investigation on the 
content of such conformance testing shows that little work 
has been done on this so far. Therefore some industry 
consensus will be needed, a matter we will discuss in 
section IV.  

III. IMPACT ON TECHNOLOGY AND ARCHITECTURE 

The application of PbD will have a far reaching impact 
on the choice of technology, which in turn will have an 
influence on architectural aspects of the resulting 
implementations. 

A. Technology 

As discussed in the previous section requirements and 
technology resulting from a PbD approach may profoundly 
impact application technology (i.e. technology that would be 
used if privacy is not taken into account). 

Data minimization and enforcement mechanisms are 
considered as Privacy Enhancing Technologies (PETs). It is 
a research area which constantly produces new insights. In 
the near future we might expect significant results both in the 
area of data transformation (e.g. anonymous credentials) and 
of enforcement (e.g. platform protected perimeters).  

Transparency approaches involve features at both the 
process level and the operation level. Examples for such 
work are the TERESA FP7 project [30] and the OVERSEE 
FP7 project [31]. The former focuses on the use of security 
and dependability patterns that can later be integrated into an 
application development process. The latter uses platform 
virtualization to allow the deployment of independent 
applications in the same OBE. Results are expected in both 
areas in the near future. 

B. Architecture 

PbD requirements have an influence on architecture both 
at logical and physical level. 

Minimization and enforcement impact the way data is 
logically structured. The consequence of minimization is that 
some data can no longer be collected and freely accessed. 
The consequence of enforcement is that all raw data (i.e. data 
that could be used to build up personal profiles) must be 
located and manipulated in a protected area of the system. 
Implemented mechanisms can also have a cross-layer effect. 
Location privacy may require the use of pseudonyms which 
may consequently modify the structure of the 
communication subsystem as shown in SeVeCom [17][18]. 
Similarly, monitoring capabilities designed for transparency 
purposes may have a transversal impact on the instrumented 
subsystems.  

 

Minimization may have a drastic effect on the distributed 
structure. The privacy preserving electronic tolling solution 
described in the previous section  contrasts significantly with 
classical approaches since all cost calculations are carried out 
within the vehicle OBE instead of being carried out at in a 
central server. Impact at the distributed structure can actually 
be influenced by trade-off decisions, as illustrated now. 

For the sake of this example, we assume a simplified ITS 
infrastructure consisting of three types of computing 
systems, a central server (CS) operating on the ground, road 
side units (RSU), and an OBE in each vehicle. Deployment 
considerations could lead to different distributed 
configurations, three of which we describe here. If neither 
RSUs nor OBEs can afford the needed computing resources, 
then all calculations are done in the CS, i.e. we have an 
enforcement perimeter that includes the CS-RSU-OBE 
chain. If RSUs can afford computing resources while the 
OBE cannot, then the calculations are carried out on the fly 
by a given RSU on behalf of a number of neighboring 
vehicles, i.e. the enforcement perimeter includes the RSU-
OBE chain. Finally, if the OBE has sufficient computing 
resources, then all calculations are kept within the OBE, i.e. 
the enforcement perimeter is confined to the OBE. From a 
privacy preservation viewpoint, the risks are as follows. In 
the first case, the CS-RSU-OBE chain implies that data 
concerning all vehicles have to physically be made available 
at the central server level. Assuming that data transmitted to 
the CS are anonymized data, there is a risk of future re-
identification of all data that are stored within the CS data 
retention time. In the second case, the RSU-OBE chain 
implies that data concerning a number of neighboring 
vehicles have been created in a fixed geographic position 
(i.e. where a given RSU is located). This creates the risk of 
future re-identification of all data contained in the RSU 
concerning all vehicles which had an interaction with the 
RSU within the RSU data retention time. In the last case 
finally, there is the risk that data contained in a vehicle could 
leak out of the OBE during its retention time. 

IV. CHALLENGES FOR ITS 

A. Addressing the Instability created by PbD 

A challenge for the advent of PbD in ITS applications is 
the instability of the engineering process itself. As we 
described in the previous section applying PbD can have an 
impact on the resulting architecture. An ITS infrastructure 
involves many suppliers with established business roles and 
liabilities. Changing the architecture might mean changing 
roles. The inertia of an existing ITS value chain might 
become a barrier for change. 

Furthermore, evolutions of PET may change the 
architecture during the lifetime of a deployed ITS application 
to introduce newer and better PETs. Such change could 
involve massive re-deployment costs (e.g. replacing some 
equipment in all vehicles or RSUs). 
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B. Building a Privacy-friendly Platform 

A challenge for the advent of ITS is the availability of a 
platform on which applications may be deployed. Making 
this platform privacy friendly will involve further challenges. 

First of all, such a platform should have the capability to 
morph itself into a version that can support mechanisms for 
data minimization, enforcement and transparency. For 
instance, the support for PeRA capabilities may change the 
platform significantly. A trade-off between application 
specific features and platform generic features must be 
identified. 

ITS platforms must also support multiple applications, 
possibly operated by different service providers. These 
applications could involve different data minimization, 
privacy enforcement and transparency requirements. 
Therefore, an OBE must be able to support different 
applications on behalf of different service providers. 
Moreover, each application must be isolated properly to meet 
the requirements of each individual application. Isolation is 
addressed by the OVERSEE FP7 project [31]. Taking into 
account PbD could involve additional challenges, such as the 
support of multiple independent enforcement perimeters.  

The eSecurity group has provided an analysis of 
vulnerabilities in ITS applications [6], concluding that a key 
vulnerability is the mixing of vehicle independent electronic 
systems which are the responsibility of vehicle 
manufacturers with  interactive systems (which include ITS 
applications). Separation between those two worlds must be 
enforced in the architecture of future privacy-friendly ITS 
platforms. 

C. Reaching Consensus 

To make privacy-friendly ITS a reality, consensus must 
be be reached among different stakeholders. Adopting a 
common PbD process would ensure the development of 
privacy-friendly ITS applications designed in a similar 
manner. Reaching consensus on a set of PbD requirements 
for a given ITS application would ensure a similar level of 
privacy support from all manufacturers. Reaching a 
consensus on resulting mechanisms would ensure 
interoperability. Consensus on the use of common privacy-
friendly ITS platforms would decrease costs and speed up 
development. Finally, agreeing on roadmaps for mechanisms 
and platforms might lead to clear and coordinated investment 
calendars. 

V. THE WAY FORWARD 

A. Research Level 

Further research must be carried out to reach a 
comprehensive understanding of PbD in the area of privacy 
modeling, privacy metrics, privacy-aware analysis and 
software design, privacy-enhanced policy language, privacy-
aware request processing, and privacy-aware 
communication. More details are provided in [19]. 

B. Industry Level 

Consensus building is needed when potential conflicts of 
interest arise. Such consensus was necessary in the case of 

pollution prevention and the IPPC directive [33], where 
chemical business stakeholders had to reach a consensus 
with environmentalist stakeholders. Consensus was 
established through the so-called Sevilla process [20] which 
involved the creation of specific working groups organized 
with the help of dedicated staff from the European 
Commission (located in Sevilla, hence the name of the 
process). These working groups had the objective of 
producing common reference documents on Best Available 
Techniques (BAT) for pollution prevention. The challenge 
for the consensus builders has been to combine the notion of 
“best” and the notion of “available”. It is interesting to note 
that the resulting documents are merely enablers. The 
industry is free to use them or not. The BAT approach was 
mentioned by the European Data Protection Supervisor in 
their opinion on the ITS directive [5]. The same level of 
conflict of interest occurs in ITS, between stakeholders 
involved in creating ITS applications and stakeholders 
concerned with privacy. 

We call for a similar approach and foresee a number of 
horizontal as well of vertical working groups. Horizontal 
working groups could focus on roadmaps (e.g. maturity of 
technology), interoperability (e.g. the extension of 
interoperability aspects to privacy-based initiatives, such as 
the Frame architecture [32]), and the definition of a common 
PbD process. Vertical groups could focus on privacy 
reference documents for individual ITS applications (e.g. 
eCall, electronic tolling). Working groups could produce 
several generations of documents to cope with evolution of 
requirements and technology. 

Working groups alone will not be sufficient to cope with 
some industry issues. In particular, we believe that further 
R&D investigation on transparency mechanisms is needed. 
They will be critical for acceptance and deployment of 
privacy-preserving ITS applications. In particular we do not 
believe that third party certification or approaches based on 
reputation management alone are suitable. Rather than 
having third parties judging the level of privacy reached, we 
would advocate an approach where third parties would 
assess and certified the level of transparency reached, 
thereby allowing a vaster community of stakeholders (e.g. 
industry, associations, users) to use the available 
transparency mechanisms and make more qualified open 
judgments on the privacy level of a given application. 
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