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Abstract—Unmanned Aerial Vehicles (UAVs) are a rapidly
emerging technology offering fast and cost-effective solutions for
many areas, including public safety, surveillance, and wireless
networks. However, due to the highly dynamic network topology
of UAVs, traditional mesh networking protocols, such as the
Better Approach to Mobile Ad-hoc Networking (B.A.T.M.A.N.),
are unsuitable. To this end, we investigate modifying the
B.A.T.M.A.N. routing protocol with a machine learning (ML)
model and propose implementing this solution using federated
learning (FL). This work aims to aid the routing protocol to
learn to predict future network topologies and preemptively
make routing decisions to minimize network congestion. We also
present an FL testbed built on a network emulator for future
testing of the proposed ML aided B.A.T.M.A.N. routing protocol.

Index Terms—Federated Learning, Routing, UAV Networks,
B.A.T.M.A.N., Machine Learning

I. INTRODUCTION

Unmanned Aerial Vehicles (UAVs) are a rapidly developing
technology that has been used in numerous applications,
including transportation, traffic control, surveillance, search
and rescue, and disaster management [1]. Although UAV
technology has many advantages, numerous challenges still
need to be addressed to implement networking protocols for
UAV-based infrastructures [2]. For one, UAV networks are
highly dynamic. They do not have a consistent topology
making communication, control, and path planning protocols
designed for less dynamic mobile ad-hoc networks (MANETs)
less effective [1]. These challenges motivate a need for routing
protocols catered to UAVs. Ideally, these protocols should be
simple, have low overhead, and not require extensive global
topology knowledge [3]. Further, because of the dynamic
nature of UAVs, these protocols should make decisions based
on the expected network topology rather than just the current
state of the network. These requirements make AI-based
routing protocols for UAVs appealing.

AI-based routing protocols are not a new area of research.
For example, in [4] a supervised feed-forward neural network
(FFNN) was proposed to learn network traffic history to
adaptively route packets and improve heterogeneous network
control. Using the Open Shortest Path First (OSPF) routing
algorithm, the model input was an array representing the
number of packets that were forwarded through each node
in the network, while the model’s output was the interface
to forward the packet along. Simulation results demonstrated

the effectiveness of the proposed FFNN approach and out-
performed the OSPF baseline. Similarly, in [5], Boltzmann
machines (RBM) were proposed where the input was char-
acterized as the traffic pattern observed at each router. Like
[4], this approach outperforms the baseline OSPF routing
algorithm. Finally, the research presented in [6] proposed a
neural network (NN) trained at each link in the network, and
the output of the NN was the likelihood of successful packet
delivery if the packet was forwarded along that link. The
authors propose using buffer capacity, number of successful
packet transfers, and node popularity.

All of these approaches focus on applying common machine
learning (ML) techniques to the AI-based routing protocol
problem in homogeneous networks, which will not work UAV
networks. However, an emerging ML technique, federated
learning (FL) [7], has yet to be explored as a solution for
heterogeneous networks. In this work, we propose an FL-
based approach to the AI-based routing protocol problem,
specifically for UAV swarms. We narrow our focus to the Bet-
ter Approach to Mobile Ad-hoc Networking (B.A.T.M.A.N.)
protocol [8], propose modifying the algorithm using a NN
model, and characterize the dataset necessary for this problem.
Finally, we present an FL emulation environment built on the
Extendable Mobile Ad-hoc Network Emulator (EMANE) [9]
that will be used for testing the proposed solution.

The remainder of this paper is organized as follows: Section
II provides an overview of the system model. Section III
presents the proposed solution and describes FL in more detail.
Section IV shows the preliminary results of FL setup in a
network emulator and NN model, and Section V discusses
conclusions and future research directions.

II. SYSTEM MODEL

The initial system, shown in Fig. 1, is a simple two-
node UAV network, which will be extended to a multi-node
heterogeneous UAV network in future work. The network em-
ploys the B.A.T.M.A.N. routing protocol for communication
between UAVs. The aim of this study, illustrated branch (a)
in Fig. 1, is to demonstrate the feasibility of an ML-aided
B.A.T.M.A.N. protocol to improve network congestion by
predicting when to switch routes, even if switching to a route
with a higher cost is not immediately beneficial.
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Fig. 1: A two node UAV network. At each time step, the link cost between DB and DF increases while the link cost between
DB and DF is constant. The B.A.T.M.A.N. routing protocol will continue to select the route with the lower link cost, branch
(b). The proposed solution, branch (a), would preemptively switch routes to manage network congestion and select an alternate
route despite being unfavorable at the current time step.

A. B.A.T.M.A.N. Protocol
As a baseline, the network uses the B.A.T.M.A.N routing

protocol [10]. B.A.T.M.A.N. was designed to address the
challenges of routing in mobile ad-hoc networks (MANETs),
such as frequent topology changes and the lack of a central
authority to coordinate routing. Rather than maintain informa-
tion about the global network topology, B.A.T.M.A.N. only
requires nodes to maintain information about the best next
hop to its immediate neighbors. The network is flooded with
originator messages (OGMs). OGMs routed through good
paths are received by nodes quicker than those transmitted on
poor quality routes, informing the nodes in the network which
immediate neighbor has the best route to transmit across. The
routing tables are configured by selecting the best next hop to
the originator node [11].

However, there are a few drawbacks to the B.A.T.M.A.N.
routing algorithm. For one, if the network contains a sub-
stantial number of nodes, B.A.T.M.A.N. can generate a large
amount of overhead, as each node must re-broadcast the
OGM to its neighbors. This can lead to increased network
congestion and reduced overall efficiency. Additionally, in
scenarios where the source or destination of the packet is in
motion, B.A.T.M.A.N. can suffer from higher delays, which is
undesirable if the network topology is highly dynamic. Finally,
the drawback we focus on in this work is that B.A.T.M.A.N.
is a threshold-based routing protocol, demonstrated in Fig. 1.
As a result, the node will always choose the next hop with
the best route, even if conditions on the current best route are
degrading. Waiting to change routes until the threshold is met
can cause bottlenecks in the network [12].

III. PROPOSED SOLUTION

We propose two solutions. First, we integrate federated
learning (FL) to a wireless drone swarm network and propose

an ML model and data set for enhancing the B.A.T.M.A.N.
routing protocol. Next, we demonstrate an FL simulation
environment built on the EMANE emulation environment,
which will be integrated with the proposed ML model in future
work to investigate a larger UAV network, and to introduce
movement among the UAVs, since this will be a feature
compensated for by the ML model.

A. Machine Learning Model & Dataset

We consider a supervised learning approach for this work.
The objective of supervised learning is to learn a mapping,
or function approximation, F̂(x,y), between a set of samples,
xi ∈ X , and their labels, yi ∈ Y , where X and Y are the
sample space and label space, respectively. Ideally, F̂(x, y)
takes a set of new samples, x∗ and produces the correct label,
y∗. The quality of the mapping is determined by the loss
function, L(y∗i , ŷi), where y∗i is the true label of the new
sample, and ŷi is the output of F̂(x∗i , ·) [13]. An accurate
function approximation is quantified by a low loss value.

Since the B.A.T.M.A.N. routing protocol does not maintain
a history of route conditions (i.e. link cost, throughput), we
need to modify the B.A.T.M.A.N. algorithm to include a
memory element. The model should learn a history of the
prior link costs for each route, and the route the node se-
lected. These requirements make the long short-term memory
(LSTM) model, a type of recurrent neural network (RNN) that
is designed to learn long-term dependencies in sequential data,
appropriate for this task [14].

The input to the LSTM model is a two dimensional array
of the history of the link cost at each neighboring route from
DB , (see Fig. 1). However, this approach can be extended to n
dimensions for n many neighbors in a more complex network.
The corresponding labels are a history of the selected route
for transmission. Instead of feeding the entire history of the



network to the model, we implement a windowing technique.
For example, if the window size is set to 4, then four prior
time steps are fed into the model for training. We can treat this
as a classification problem and use the binary cross entropy
loss function since we are training the LSTM to select which
of the two routes from DB to transmit across.

B. Federated Learning Approach

Traditional machine learning approaches are centralized,
meaning a model is trained on a central dataset that is collected
and stored in a central location. However, this approach
assumes all devices on the network have the same compu-
tational capabilities and network resources, which is often
not the case for UAV networks [2]. As a result, a FL-based
distributed ML technique is employed in this research where
training of a global model is performed on data distributed
across many UAVs in various locations. For generality, we
assume there are J UAVs in the network. Each UAV for
j ∈ J observes a unique dataset xj = {xj1, xj2, . . . , xjN}.
Since we use a supervised learning approach, we assume
a single input sample, Xjn corresponds to a single output
yjn ∈ {yj1, yj2, . . . , yjN}. The sets xj and yj are used to
train the local ML model at each UAV. Let wj ∈ w denote
the corresponding model parameters at the jth UAV. Then,
the FL objective function can be employed, which is defined
as [15]:

argmin
w∈Rd

F (w) =
1

N

J∑
j

Nj∑
n=1

f(wj , xjn, yjn). (1)

We solve (1) via the following steps: First, all UAVs are
initialized with random parameters. Each UAV trains on its
respective training sets, xjn and yjn. After one epoch of
training, the FL parameters at the jth UAV are sent to a
central server. Once all parameters are received, the central
server aggregates the parameters according to the following
expression:

wglobal =
1

J

J∑
j=1

wj (2)

The global parameters, wglobal, are sent back to the UAVs,
and the training process repeats for K epochs, or until F (w)
has converged to the optimal parameters, w∗. Fig. 2 summa-
rizes this approach.

C. Federated Learning in EMANE

This works also aims to build an FL emulation environment,
with the future goal of integrating the emulator with the
proposed ML model to test the feasibility of the proposed
solution. A system diagram of the emulator is shown in Fig. 2.
At the core of the emulator is EMANE, which allows for the
creation of Network Emulation Modules (NEMs) to model dif-
ferent radio interface types. In turn, these can be incorporated
into a real-time emulation running in a distributed environment
and allow the direct integration of standard software, such as
PyTorch, for handling ML tasks.

Fig. 2: Federated Learning Setup in EMANE

For the results in this work, we construct a simulator with
three NEMs, similar to the model setup in Fig. 1. One NEM is
designated as the central server. The remaining NEMs carry
out the FL task. However, this could be generalized to M
nodes, see Fig. 2.

IV. PRELIMINARY RESULTS

A. CIFAR10 Baseline
We use the CIFAR10 dataset [16] to test the performance

of the network emulator proposed in Section III-C and com-
pare the results to a centralized ML approach. To accurately
model a distributed UAV environment, we randomly sample
the CIFAR10 dataset so that each NEM in the emulator is
not training on an identical dataset. We train the two edge
nodes for 10 epochs. The results are presented in Fig. 4,
demonstrating that the FL emulator (’x’ curve) approximated
the traditional ML approach (’o’ curve). Because the nodes are
not training on an identical dataset, the FL training loss curve
should approximate the behavior of the centralized ML model
training curve, but should not identically match the curve. The
results presented in Fig. 4 indicate the system setup proposed
in Section III-C works and is suitable for future integration
with the ML model presented in Section III-A in addition to
expanding the number of NEMs included in the emulation.

B. Machine Learning Aided B.A.T.M.A.N.
We attempt to hand generate a simple testing and training

set consisting of 50 time samples of link costs across the
two routes branching from DB as demonstrated in Fig. 3. We
construct the LSTM to have two recurrent layers. The input
sequence length is set to four. We use a batch size of five and
train the model for ten epochs using the binary cross entropy
loss function and the ADAM optimizer with a learning rate of
0.01. Initial testing accuracy results show the LSTM has an
100% classification accuracy. This is due to the memoryless
nature of the hand generated data set. Therefore, in this current
state, it is not possible to accurately estimate the practicality
of the proposed model.



Fig. 3: Demonstration of Hand Generated Training Set

Fig. 4: Federated Learning in EMANE Results: FL Model
Approximates Centralized Model Performance

V. CONCLUSION

This paper proposed a machine learning (ML) solution
implemented via federated learning (FL) to modify the
B.A.T.M.A.N. routing protocol for unmanned aerial vehicle
networks. We presented a FL testbed built on the network
emulator EMANE and used the CIFAR10 dataset to compare
the FL testbed to a traditional centralized ML approach. The
baseline results proved the testbed works as a proof of concept
for future work. We also propose modifying the B.A.T.M.A.N.
algorithm using a long short term memory model. However,
current results do not accurately reflect the viability of this
modification. Therefore, future work will need to generate a
dataset from a simulation of the UAV swarm using EMANE
to assess this approach better.
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