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ABSTRACT 

In this work, a simulation optimization method developed 
by Villarreal and Cabrera-Ríos (2007) is applied to injec-
tion molding. The method uses design of experiments and 
adaptive metamodeling techniques. The application of the 
method to several global optimization test functions as well 
as non linear polynomial and non polynomial functions 
point towards a quick convergence to highly attractive so-
lutions with a low number of simulations. Here the method 
is used to select the best processing conditions for injection 
molding a simple rectangular plaque and a real automotive 
part using different performance criteria.  
 
1   INTRODUCTION 
 
The use of simulation for determining injection molding 
processing conditions has been the subject of much re-
search in the past (Smith, Tortorelli, and Tucker 1998; 
Gokce, Hsiao, and Advani 2002; Alam and Kamal 2005). 
Most researchers, in this area, commonly have strong phys-
ics and chemistry background but are not specialists in op-
timization. For this reason, the common use of simulation 
models has consisted in the evaluation of limited combina-
tions of processing conditions from which one is finally 
selected. This practice is consistent with process improve-
ment. On the other hand, optimization consists of finding 
the best possible processing conditions in terms of specific 
performance measures. Simulation Optimization is formal-
ly the area that deals with the optimization of simulation 
models. The aim of a simulation optimization method is, to 
provide a structure to determine the values of the controll-
able variables that optimize an objective function defined 
as a combination of the simulation model’s outputs (Swi-
seher et al. 2000). An optimization routine uses the calcu-
lated values of the objective function and previous evalua-
tions, to select a new set of input values, this is continued 
until a pre-selected convergence criteria is satisfied (April 

et al. 2004). Figure 1 shows a schematic  diagram of this 
process.  
 

 
Figure 1: Simulation-Optimization scheme. 
 

 The general formulation of the optimization problem 
of interest is as follows: 

 
                  Minimize      f(x) 
                  Subject to     h(x) = 0                            (1)  

       g(x) ≤ 0                                  
      xl ≤ x ≤ xu 

 
where x = (x1,x2,…,xv) is a vector containing the values of 
the v simulation controllable variables to be found sub-
jected to equality and/or inequality constraints (h(x), g(x)), 
lower and upper bounds, xl and xu, aiming to minimize the 
expected value of an objective function f(x) across multiple 
replicates. 
 Classical mathematical optimization methods’ re-
quirement to have explicit equations as objective functions 
and constraints limit their direct applicability in simulation 
models. A cure in this case has been provided by the areas 
of design of experiments and metamodeling: the creation 
of statistical prediction models based on a limited number 
of measurements i.e. metamodels. These measurements 
can take the form of the outputs of a simulation model. The 
key in this last case is on selecting a number of samples 
that are statistically representative to provide the right basis 
to build the metamodels. Requiring a large number of these 
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samples would imply running an impractically large num-
ber of simulations. This would be especially impractical in 
finite element simulations that take long times to run, such 
as injection molding large and complicated parts, requiring 
fine meshes. On the other hand, the samples should be rep-
resentative enough to provide significant knowledge to the 
models.  
 There are a number of simulation-optimization me-
thods (SOM) in the literature. Of particular interest to this 
work is the use of metamodels. A comprehensive review of 
metamodeling techniques can be found in (Barton 1998). 
Linear regression methods certainly appear to be the most 
widely used. More recently, however, artificial neural net-
works (ANNs) seem to be gaining popularity also (April et 
al. 2003). The large number of works related to simulation-
based metamodels (Andradóttir 1998; Azadivar 1999; 
Swisher et al. 2000; Fu 2001; Ólafsson and Kim 2002; Fu, 
Glover, and April 2005), and our own work on the optimi-
zation of physical and chemical phenomena (Cabrera-Ríos, 
Castro, and Mount-Campbell 2002; Cabrera- Ríos et al. 
2002a; Castro, Cabrera-Ríos and Mount-Campbell 2004; 
Castro et al. 2005; Castro et al. 2006), guided our decision 
to make metamodeling the focus of the SOM proposed in 
Villarreal (2007). In this work, it is shown how this SOM 
can greatly enhance the capability to select injection mold-
ing processing and design parameters to optimize selected 
objective functions using flow simulation.  
 
2 SIMULATION OPTIMIZATION PROPOSED 
METHOD 

 
The method used in this work includes design of experi-
ments (DOE) and metamodeling techniques as schemati-
cally shown in Figure 2. The method starts with an initial 
design of experiments from which an incumbent solution is 
obtained. At each iteration, a metamodel is obtained using 
the available set of points and is used to generate a new at-
tractive point where a simulation is performed. The simu-
lated value of the new point is compared against the in-
cumbent for updating purposes. A series of stopping 
criteria are evaluated and, if none is met, the new point is 
added to the existing set of points and a new iteration be-
gins. Otherwise, the method stops.  

Referring to Figure 2, the method proposed for opti-
mization problems with a single criterion represented in 
formulation (1) is as follows: 

 
Initialization 

1.  Initial DOE: The method begins with a DOE.  The 
DOE will consist on n runs containing combinations 
of the v controllable variables xi = (x1, x2 ,x3, …, xv)i 
of interest, as well as their evaluations f(xi), where 
i=1,2,…,n. If a replicated DOE is used, the value of 
f(xi) will be the average across the replicates. A 
Central Composite or a D-Optimal Design have 

been experimentally shown to be suited for this pur-
pose. Current research is   geared towards providing 
more precise DOE selection rules. 

2. Select incumbent: Considering the optimization       
criterion detailed in formulation (1), the DOE run 
with the minimum objective value is selected as the 
current best solution or incumbent, [xk-best, f(xk-best)]. 
Also, an iteration counter is initialized in this step, 
k:= 0. 

 
Main Iteration 

3. Update counter: (k = k+1) 
4. Obtain metamodel: Using the available points, build 

the k-th metamodel, kf )(ˆ ⋅ . In case of having only 
few variables, a saturated metamodel is used i.e. one 
that uses all available degrees of freedom, in this 
case a regression model with (n-1)+(k-1) coeffi-
cients. 

5. Optimize metamodel: Using the metamodel as ob-
jective function to be minimized subjected to side 
restrictions, a multiple starting points heuristic is 
used along with a local optimizer to obtain an attrac-
tive solution, xk. 

6. Simulate the new point: Estimate, via simulation, 
the value of f(xk) considering that if a replicated 
DOE was used, the same number of replicates is 
used for the new point and the mean value across 
them is reported. 

7. Evaluate if the new point is better than the incum-
bent: In this case, evaluate if xk has an objective 
value strictly lower than x(k-1)-best i.e. if                f(xk) 
< f(x(k-1)-best ). 

8. Update the incumbent: Update the incumbent ac-
cording to the evaluation in the previous step. If               
f(xk) < f(x(k-1)-best), then the following is set          [xk-

best, f(xk-best)] := [xk, f(xk)], otherwise, the incumbent 
remains the same. 

9. Evaluate the stopping criteria: In this work, the fol-
lowing criteria were used: stop if (1) xk belongs to 
the initial DOE or is similar to any of the points 
generated on previous iterations; (2) if the coeffi-
cient of determination, R2 ≥ε; (3) the maximum 
number of iterations has been reached.  

 
If any of the stopping criteria is met, the method stops 

and the incumbent is reported as the final output. Other-
wise, then xk is added to the set of points available to build 
a new metamodel, and the main iteration is repeated.  
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Figure 2: Simulation Optimization Proposed Method. 

 
 The traditional basic idea in metamodeling-based op-
timization is that a good approximation is necessary to 
provide a good optimization sequence. In fact, in many al-
gorithms, the aim is to obtain a metamodel that provides a 
competitive global approximation. The method outlined 
here differs from the traditional approach in two ways: (1) 
at each iteration it uses all available information to build a 
metamodel that uses all degrees of freedom, and (2) as in-
formation is added through the progressive iterations of the 
method, it aims for a local fit. The observed results  are 
that, by purposefully building overfitted metamodels, many 
real local minima are avoided. These observations are sup-
ported by the results presented in the  next section, where 
the method is evaluated using several global optimization 
test functions as well as non linear polynomial and non po-
lynomial functions.   
 
3   EVALUATION OF THE METHOD 

 
Two evaluation scenarios have been used thus far for the 
proposed method: (1) the optimization of seven known test 
functions for global optimization, (2) several Artificial 
Neural Networks (ANNs). The performance of the method 
is reported assuming that a simulation run is performed 
every time it is necessary to evaluate the objective function 
at a particular point.  
 
 
 

3.1 Test Functions for Global Optimization 
 
Seven test functions for unrestricted global optimization 
were used to evaluate the proposed method: 1) Sphere, 2) 
Rosenbrock, 3) Rastringin, 4) Griewank, 5) Goldstein-
Price, 6) Easom, and 7) Schwefel. Functions 1, 2 and 6 are 
unimodal, and the rest are multimodal. Function 6 has the 
added difficulty of having a large valley. All functions are 
considered in a 2-dimensional space. Functions 1 and 4 
were also considered in a 9-dimensional space. Table 1 
shows the number of simulations (objective function eval-
uations) performed under the proposed method until a 
stopping criterion was met; the objective value found fol-
lows to the right, as well as the optimal value and the order 
of magnitude of the range of the objective function in the 
sampled space. Rows 2 thru 8 show the results for the sev-
en functions in 2 dimensions, and the last two rows the re-
sults for the functions in 9 dimensions. Figure 3 shows the 
Goldstein-Price function as well as the final metamodel.  

 
Table 1: Evaluation using the test functions 

Function Number of 
Simulations

Best Value 
Found 

Targeted Optimal 
Value 

Order of  
Magnitude of the 
response range 

Sphere 10 0 0 101 
Rosenbrock 13 0 0 104 
Rastringin 9 0 0 101 
Griewank 9 0 0 100 
Goldstein-
Price 15 3 3 105 

Easom 10 0 -1 100 
Schwefel 19 464.78 0 103 
Sphere 74 0 0 102 
Griewank 74 0.16 0 101 
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Figure 3: Goldstein-Price function (left) and final metamo-
del found with the proposed method (right). 

 
Referring to Table 1, the proposed method found the 

optimal solution in six cases. It also found values very 
close to optimal in two cases, and failed to find an attrac-
tive solution only in one case, the Schwefel function. The 
results, then, are very promising in terms of solution quali-
ty considering the difficulty of these functions and the low 
probability of finding an objective function in simulation 
of actual manufacturing cases that resembles the Schwefel 
test function. Furthermore, the final solutions were found 
with a modest number of simulation runs.  
 
 
3.2 Artificial Neural Networks 

Stop & Report  
Incumbent solution 

NO 

YES 

Initial DOE with n measures resulting from 
simulations [xi , f(xi)],  i=1,…,n 

Select the best DOE point as INCUMBENT  
[xk-best, f(xk-best)], and set k=0 

k=k+1 

Obtain k-th metamodel 

Optimize the metamodel to obtain k-th attrac-
tive point                 . 

Simulate the new point [xk, f(xk)]

Evaluate if the new point is better than the 
incumben point f(xk) <  f(x(k-1)-best)            

Update incumbent solution [xk-best,  f(xk-best)] 

 

Continue? 

Add new point 
xk 
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Some specific ANN architectures are known to be univer-
sal nonlinear approximators. For this reason, it was decided 
to use ANNs to generate nonlinear objective functions. In 
particular, feedforward multilayer ANNs with v=2 neurons 
in the input layer (number of controllable variables), 2 and 
3 neurons in the hidden layer (m) and one neuron in the 
output layer (the objective value prediction). Table 2 con-
tains the result of this evaluation. The targeted best known 
solution (last column of Table 2) was determined by eva-
luating 121 solutions in a factorial grid for two variables 
and 1331 solutions in a factorial grid for three variables. In 
the cases involving the ANNs, the proposed method found 
solutions very close to the best known solution using a low 
number of simulations.     
 

Table 2: Evaluation using ANNs 

ANN(v,m,1) 
Number of 
Simulation 

Runs 

Best Objective 
Value Found 

Targeted Best 
Known Solution 

RNA(2,3,1) 16 -1.23 -1.30 
RNA(2,3,1) 13 -0.41 -0.58 
RNA(2,3,1) 13 -0.34 -0.43 
RNA(2,3,1) 13 -1.44 -1.47 
RNA(2,3,1) 10 -0.97 -1.09 
RNA(3,3,1) 23 -2.52 -2.63 
RNA(3,3,1) 24 -2.14 -2.18 

 
In this section we have shown that the proposed me-

thod does a good job finding if not the best, close to the 
best value for known test functions, in the next two sec-
tions we apply the method to injection molding. First to a 
simple flat plate representative of the molds in our lab and 
secondly to a real automotive part molded by one of our 
industrial sponsors. 

 
4 INJECTION MOLDING APPLICATIONS  

 
Injection Molding (IM) is considered to be one of the most 
important processes in the manufacturing of plastic parts. 
One of the main advantages of IM is that parts can be 
manufactured economically with little or virtually no fi-
nishing operations (Rosato and Roseto 1986). Today, more 
than one-third of all the thermoplastic materials are injec-
tion molded and more than half of all the polymer 
processing equipment is for IM (Oswald and Hernandez-
Ortiz 2006). 
 During IM, processing conditions such as melt tem-
perature, mold temperature, pack/hold pressure and dura-
tion, and cooling time have to be properly set to ensure the 
quality of the molded components. Often, these conditions 
are set by process engineers based on prior experience, re-
sin supplier’s recommendations, and/or reference hand-
books. These conditions are usually further adjusted by tri-
al and error on the shop floor. This approach is highly 
dependent on the experience of molding operators and can 

be costly and time consuming, especially with a new resin 
and/or new application (Zhou and Turng 2007). 
 With recent advances in numerical modeling and 
computer simulation techniques, a large effort has been 
made in developing computer simulation tools to improve 
and facilitate the modeling of the injection molding process 
(Zhou and Turng 2007). IM simulations are a very cost ef-
fective way of evaluating expensive new molds before they 
are built (Gaido 2007). 

In this work the simulation software package 
MoldFlow Plastic Insight (MPI) was used to analyze the 
molding of a rectangular plate as well as a real automotive 
part. MPI allows the user to input a computer aided design 
(CAD) drawing of the part to be molded, in order to eva-
luate the effect of processing and or injection locations on 
part quality and cycle time. 

 A critical decision in IM is the location of the injec-
tion gate, which needs to be decided before the mold is 
made. While processing variables can be adjusted during 
start up, changing the gate location at a later stage involves 
great cost. The effect of gate location on process consisten-
cy for an automotive part was analyzed in (Gaido et al. 
2007) using a multicriteria optimization method called Da-
ta Envelopment Analysis (DEA). The injection gate loca-
tion must  be decided while keeping in mind important cri-
teria such as having low variability around critical 
performance measures. 
  In any manufacturing process such as IM, it is not 
realistic to assume that the process variables will always be 
at the intended set points. The process settings can vary 
significantly making it important to replicate this scenario 
in the problem under analysis. For example, when the mold 
temperature (Tw) is set to 100oC in the real IM production, 
factors such as ambient temperature and process cycles can 
cause the temperature of the mold to vary, say, up to 
110oC. This leads to variability in  the process and it turn, 
to variability in the performance measures. It is critical to 
minimize this variability in order to have a more consistent 
process. As a matter of fact, in most cases, minimizing va-
riability of the performance measures is as important if not, 
more important than the actual values of the performance 
measures. 
 When using a simulations, the output will always be 
the same at a specific combination of process settings; 
therefore it is necessary to introduce variability in an expli-
cit manner to replicate the real process. Gaido (2007) in-
troduced variability in the analysis by adding small pertur-
bations to the nominal set points. For example, if is 
necessary to simulate a process with Tw set at 100oC with a 
variability of ± 10oC,  simulations were performed at 90oC, 
100oC, 110oC and the average of the performance measure 
values was assigned to the nominal set point of 100oC. 
This method of introducing variability is useful when the 
combinations of runs are not numerous. Additional alterna-
tives to introducing variability into IM simulations were 
presented in Castro (2005).            
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 In this work, the selection of the injection locations for 
an automotive part in order to minimize the variability 
around a key performance measure is approached as an op-
timization problem using the SOM described in Section 2.  

 
4.1 Simple Rectangular Plaque  

 
To better illustrate the use of the method, in this section we 
show the application of the proposed SOM using a simple 
part, representative of the molds available in our labs. Con-
sider the part shown in Figure 4. The rectangular plaque is 
to be injection molded through a fan gate. The dimensions 
of the plaque are 0.12 m × 0.06 m × 0.03 m. The material 
was Dow chemical USA Styron 615 APR (Poly-styrene). 

 

 
Figure 4: Rectangular plaque to be injection molded 
 
Here we show as performance measures cycle time 

and part shrinkage. Shrinkage was measured on the four 
edges of the part: AB, BC, CD and DA.  Modeling results 
showed that  these performance measures were functions 
of mainly two controllable variables: Melt Temperature 
(Tm) and Packing pressure (Pp). These were varied in the 
ranges [176, 260] ◦C and [40,80] MPa respectively using 
MoldflowTM. 

Several cases were defined as optimization problems 
to be solved using the proposed method. It was decided to 
start with a central composite design as shown in Table 3.  

 
Table 3: Initial Design of Experiments 

   Absolute Shrinkage  (mm) 
Total   

Absolute 
Shrinkage

Cycle 
time 

R
un

 

Tm 

(◦C) 

Pp 

(MPa) 
AB BC CD DA E[f(Tm,Pp)] 

(mm) (sec) 

1 176 40 0.23 0.16 0.23 0.17 0.79 14.68 
2 176 80 0.06 0.03 0.06 0.17 0.32 14.68 
3 197 60 0.12 0.04 0.12 0.19 0.47 16.18 
4 218 50 0.23 0.08 0.23 0.20 0.74 17.68 
5 218 60 0.21 0.07 0.21 0.19 0.68 17.68 
6 218 70 0.20 0.06 0.20 0.19 0.65 17.68 
7 239 60 0.30 0.15 0.30 0.21 0.96 18.67 
8 260 40 0.35 0.18 0.35 0.12 1.00 19.67 
9 260 80 0.38 0.20 0.38 0.22 1.18 19.67 
 

As example applications of the method, several cases 
shown in table 4, were selected. Among them, to minimize 
the total absolute shrinkage, defined as the sum of the ab-
solute values of shrinkage measured in edges AB thru DA, 
minimize cycle time alone, as well as the optimization of 
different weighted composite objective functions. When 
using the weighted functions, special care was given to 
scaling all performance measures to fall within -1 and 1. 
Their results are shown in Table 4. 

The results demonstrate, that with little effort in terms 
of the number of simulations, we can find attractive 
processing conditions to the different cases evaluated.  

 
 
 

Table 4: Several optimization cases approached with the proposed method 
Performance Measure 

(minimize) 
Number of 
Simulations 

Best Solutions  Found
(Tm 

oC , Pp MPa) 
Best Value Found 

E[f(Tm , Pp)] 
R2 

Cycle time (CT) 10 
(176, 40 ) 
(176, 60 ) 
(176, 80 ) 

CT = 14.68 sec 1.000 

Absolute Shrinkage Difference between 
edges DA and BC  (AS) 11 (176, 40 ) |DA-BC| = 0.01 mm 0.9997 

Total Absolute Shrinkage (TAS) 17 (188, 79 )  
(189,80 ) TAS = 0.22 mm. 1.000 

0.5 CT + 0.5 AS 9 (176, 40 ) CT = 14.68 sec 
|DA-BC| = 0.01 mm 0.9993 

0.5 TC + 0.5 TAS 9 (176, 80 ) CT = 14.68 sec 
TSA = 0.32 mm 0.9994 

0.5 AS + 0.5 TAS  9 (176, 40 ) AS = 0.01 mm 
|DA-BC| = 0.79 mm 0.9994 

1/3 TC + 1/3 AS + 1/3 TAS 9 (176, 40 ) 
TC = 14.68 sec 
|DA-BC| = 0.01 mm 
TAS = 0.79 mm 

0.9995 

  

A B 

C D 
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4.2 A Real Automotive Part  
 
4.2.1 Problem Description  
 
This study aims to select the best injection gates configura-
tion from three different injection scenarios, as well  as the 
values of mold temperature (Tw) and melt temperature (Tm) 
for an automotive part in order to minimize variability in a 
key performance measure. 
 The part studied in this case is the Honda Civic bum-
per, which can be seen in Figure 5.  

 
Figure 5: Honda Bumper under analysis 

  
The bumper is injection molded using Thermoplastic 

Polyopefin (TPO) D17133 manufactured by SOLVAY. 
The fill time was kept constant at 12 sec. For simplicity in 
the analysis, the overall thickness of the bumper was kept 
constant at 3mm. with a total volume of 4066.45 cm3. The 
packing pressure was held  constant at 70 MPa. Tw was va-
ried in the range [25,95]oC and Tm in [200, 260]oC. The 
three different injection scenarios are shown in Figure 6. 
The individual points that are located on each side of the 
mold represent point source gates and the central group of 
points represent a single fan gate. In Figure 6: i) represents 
injection from the top; ii) injection from the bottom and iii) 
an alternating injection location with the fan gate at the top 
and the point sources located at the bottom of the mold. 
Each of these cases were selected based on the recommen-
dations from Honda of America Manufacturing.  

 
(i) Injection Top 

 
(ii) Injection Bottom 

 
(iii) Alternate injection  

Figure 6: Injection locations evaluated 
 
A quality indicator used, to follow part quality during 

actual manufacturing is the shrink line shown in Figure 7, 
which we will refer to line A. The shrinkage was then de-
fined as the absolute difference between the designed 
length of the line and its length after injection. The abso-
lute value of the shrinkage if consistent, can be accounted 
by mold design, thus minimizing the variability around this 
key performance measure to provide a consistent process 
became the natural selection for the optimization task.  

 

 
Figure 7: Performance measure of interest 

 
4.2.2 Optimization  
 
The optimization problem in this application is defined as 
follows: 

 
Find   Tw, Tm, Itop, Ibottom, Ialternate to 
Minimize       Variability shrinkage A 
Subject to          25oC ≤ Tw ≤ 85oC 
                        200oC ≤ Tm ≤ 260oC                     (2) 
                     Itop, Ibottom, Ialternate є {0,1} 
                       Itop + Ibottom + Ialternate = 1 
 
In optimization problem (2), the variability of shrin-

kage A represents the standard deviation of the estimated 
values of shrinkage A using the resulting nine combina-
tions of Tw and Tm at each nominal set point. The first two 
constraints represent the experimental region of mold and 
melt temperature; the variables in the third row of the prob-
lem are binary, and take the value of 1 when a particular 
injection gates configuration is selected or 0 when it is not 
selected. The last constraint allows only one configuration 
to be chosen.  

In order to solve this problem we used the SOM 
shown in section 2. Table 5 shows the initial DOE with a 
total of 15 runs. When examined carefully, this design is a 
Central Composite Design with only the center and axial 
runs on Tw and Tm, repeated three times, one per configura-
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tion. Table 6 shows the SOM iterations and is organized as 
follows: column 1 indicates the iteration number; columns 
2 and 3 show the solutions and objective function value ob-
tained at each iteration; column 4 indicates the incumbent 
solution at each iteration; and the last column shows the R2 
value of the metamodel.   

 
Table 5: Initial Design of Experiments (case 1) 

Tw 
(oC) 

Tm 
(oC) Itop Ibottom Ialternate 

StDev 
Shrinkage 

A (mm) 
40 230 1 0 0 0.4111 
55 215 1 0 0 0.4794 
55 230 1 0 0 0.4501 
55 245 1 0 0 0.2793 
70 230 1 0 0 0.2076 
40 230 0 1 0 0.1015 
55 215 0 1 0 0.0982 
55 230 0 1 0 0.0871 
55 245 0 1 0 0.0876 
70 230 0 1 0 0.0880 
40 230 0 0 1 0.4146 
55 215 0 0 1 0.4580 
55 230 0 0 1 0.4971 
55 245 0 0 1 0.3352 
70 230 0 0 1 0.2608 

 
Table 6: Application of the proposed method to minimize 
variability of Shrinkage A (case 1) 
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Initial 
DOE (55, 230,0,1,0) 0.0871  [(55, 230,0,1,0), 

0.0871] -- 

1 (25, 260,0,1,0) 0.0731  [(25, 260,0,1,0), 
0.0731] 93.05 

2 (85, 260,0,1,0) 0.0874  [(25, 260,0,1,0), 
0.0731] 94.96 

3 (85, 260,1,0,0) 0.0868  [(25, 260,0,1,0), 
0.0731] 94.32 

4 (85, 215,0,1,0) 0.0944  [(25, 260,0,1,0), 
0.0731] 94.32 

5 (25, 240,0,1,0) 0.1211  [(25, 260,0,1,0), 
0.0731] 93.99 

6 (85, 235,0,1,0) 0.0987 [(25, 260,0,1,0), 
0.0731] 93.59 

7 (85, 260,1,0,0) 0.0868  [(25, 260,0,1,0), 
0.0731] 93.64 

 
The best solution found through the application of the 

optimization method was to inject a the bottom of the mold 
and set Tw = 25oC and Tm = 260 oC. The estimated standard 
deviation value for Line A is equal to 0.0731 mm. It took 

21 simulation runs to arrive to this solution. The method 
automatically stopped because the point obtained in itera-
tion 7 had already been simulated.  
 As discussed by Villarreal and Cabrera-Ríos (2007), it 
has been observed that the method tends to explore the 
corner points of the search region in the initial iterations. 
This is precisely the case here, as it can be verified in Ta-
ble 7. Starting the SOM with a design that covers the cor-
ners of the experimental region right from the beginning 
could have reduced the number of simulation runs required 
for convergence from the beginning (Villarreal and Cabre-
ra-Ríos 2007). For illustration purposes, a central compo-
site design with central and corner points (and no axial 
points) on Tw , Tm, was tried. Tables 7 and 8 show the ini-
tial DOE and the SOM iterations respectively. 
 

Table 7: Initial Design of Experiments (case 2) 
Tw 

(oC) 
Tm 

(oC) Itop Ibottom Ialternate 

StDev 
Shrinkage 

A (mm) 
25 200 1 0 0 0.1430 
25 260 1 0 0 0.3926 
85 200 1 0 0 0.3632 
85 260 1 0 0 0.0868 
55 230 1 0 0 0.4501 
25 200 0 1 0 0.7237 
25 260 0 1 0 0.0731 
85 200 0 1 0 0.1020 
85 260 0 1 0 0.0874 
55 230 0 1 0 0.0871 
25 200 0 0 1 0.1597 
25 260 0 0 1 0.4629 
85 200 0 0 1 0.4476 
85 260 0 0 1 0.0874 
55 230 0 0 1 0.4970 

 
Table 8: Application of the proposed method to minimize 
variability of Shrinkage A (case 2) 
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R
2   (

%
) 

Initial 
DOE (25, 260,0,1,0) 0.0731  [(25, 260,0,1,0), 

0.0731] -- 

1 (25, 260,0,1,0) 0.0731  [(25, 260,0,1,0), 
0.0731] 30.45 

  
 The solutions obtained in both cases are the same, but 
in the second case the SOM required only 15 simulation 
runs instead of 21.  
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 Further exploration on the smart use of corner points 
will be conducted in the future to reduce the number of si-
mulation runs required by the SOM to converge.  
 Previous work in our group by Gaido (2007) reported 
the optimization of the this part using a multicriteria opti-
mization method. In that case she used the same process 
settings with two conflicting performance measures: mini-
mum estimated shrinkage and minimum estimated variabil-
ity of shrinkage. In the optimization, the best compromises 
between all the performance measures based in a finite 
number of possible solutions were found through DEA. 
The resulting solutions are called efficient solutions 
(Charnes, Cooper, and Rhodes 1978). The efficient solu-
tions found were (Tw, Tm, Itop, Ibottom, Ialternate) = {(25°C, 
200°C, 1, 0, 0), (25°C, 260°C, 0, 1, 0), (25°C, 200°C, 0, 
0, 1), (25°C,  230°C, 0, 0, 1)}.  
 We can see that one of these solutions is the same that 
the best solution found with the single criterion SOM. Both 
of these results combined support strong evidence in favor 
of the solution quality of the SOM, and show the consistent 
behavior of the algorithm initially tested in (Villarreal 
2007).   It is important to note that the results obtained are 
consistent with actual moldings. 
 All the simulation runs were performed using MPI 6.1, 
in a desktop computer with operative system Window XP 
Service Pack 2, processor Intel Core 2, 2.39 GHz and 2 GB 
of RAM.  
   
5  CONCLUSIONS AND FUTURE WORK        

 
In this work, the application of a simulation optimization 
method was presented. The objective was to find the values 
of different process conditions and design parameters for 
the injection molding of a simple rectangular plate as well 
as a real automotive part. The method found an attractive 
solution with a modest number of simulations runs.  The 
method can be applied to either discrete or continuous si-
mulations . 

One particularly attractive feature of the method is its 
transparency and its ease of being implemented with low 
computational resources. In fact, the analyses shown here 
were all carried out using the standard version of MS Ex-
cel.  
 Future work includes refining the method and charac-
terizing the instances that call for more specific DOEs; as 
well as experiment with other different metamodels. We 
will also extend its use to improve the location of the effi-
cient frontier in multicriteria optimization method as well 
as develop process windows for injection molding and 
composite manufacturing. We plan to use the method to 
conditions where only experimental results are available.   
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