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ABSTRACT

In the application of kriging model in the field of simulation, the parameters of the model are likely
to be estimated from the simulated data. This introduces parameter estimation uncertainties into the
overall prediction error, and this uncertainty can be further aggravated by random noise in the stochastic
simulation. In this paper, a Bayesian metamodeling approach for kriging prediction is proposed for
stochastic simulations to more appropriately account for the parameter uncertainties. The approach
is first illustrated analytically using a simplified two point example. A more general Markov Chain
Monte Carlo analysis approach is subsequently proposed to handle more general assumptions on
the parameters and design. The general MCMC approach is compared with the modified nugget
effect kriging model based on the M/M/1 simulation system. Initial results indicate that the Bayesian
approach has better coverage and closer predictive variance to the empirical value than the modified
nugget effect kriging model, especially in the cases where the stochastic variability is high.

1 INTRODUCTION

Discrete event simulation is a powerful tool in understanding and evaluating the performance of
complex systems. Simulation models are applied in many disciplines, including manufacturing,
epidemiology and ecology. Analysts use simulation models because costs, time or other constraints
prohibit experimentation with real systems. In practice however, a single simulation run of a complex
model may require a substantial use of computer resources and time. Moreover, these simulation
models themselves may be quite complex so simpler approximations known as metamodels are often
constructed. These metamodels attempt to accurately capture the relationships between the inputs
and outputs of the simulation models, and are computationally more efficient.

The most popular technique used for metamodeling has been based on parametric polynomial
response surface approximations. Although polynomial response metamodels offer good approxima-
tions for simple models, the main drawback of polynomial metamodels is their lack of flexibility to
achieve a global fit. Furthermore, many of the complex simulation models and non stationary models
have highly nonlinear responses so linear polynomial approximations are not adequate. Various other
types of metamodels like multivariate adaptive regression splines, kriging, radial basis functions,
artificial neural networks, and support vector regression (SVR), have been proposed in recent years.
A review of these metamodel performances and applications in engineering and decision support
systems can be found in (Simpson et al. 2001), (Li et al. 2010).

Among the different types of metamodels, the kriging model is one of the more promising metamod-
els as it is more adaptable than the regression based models and not as complicated and time consuming
as artificial intelligence techniques. Although kriging originated in geostatistics (Matheron 1963), it
has been successfully applied in many deterministic computer experiments ((Pham and Wagner 1994),
(Roshan 2006), (Gupta et al. 2006), (Wu and Sun 2007)). For these deterministic simulation prob-
lems, the kriging model’s interpolating characteristic is appropriate and attractive, providing predic-
tions with the same values as the observations. Recently, there has also been an increasing interest in
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adopting kriging metamodels for stochastic simulations, including discrete event simulation. Under
homoscedastic assumptions on the noise, the kriging model with the nugget effect, which was originally
proposed by (Cressie 1993) to account for measurement error in spatial statistics, has been applied
by (Huang et al. 2006). The application of this model to stochastic simulation has been very suc-
cessful if the underlying homoscedastic assumptions are met. However, the performance deteriorates
quickly when the noise varies ((Yin, Ng, and Ng 2008), (Li et al. 2010)). (Kleijnen and Beers 2005)
proposed two methods to improve the application of kriging in stochastic problems: the replication
method and the studentization method. Both methods essentially converts the general heteroscedastic
problem into a homoscedastic problem and applying the traditional kriging or nugget effect model.
These methods however require sufficient computing resources and prior information about the variance
function. (Yin, Ng, and Ng 2008) and (Ankenman, Nelson, and Staum 2010) propose the modified
nugget effect model and the stochastic kriging model respectively to address the more general het-
eroscedastic case. Although these models enable much better modeling of stochastic systems, several
issues in parameter estimation arise when the noise levels are high (Yin, Ng, and Ng 20009).

In this paper, we propose a Bayesian approach for kriging metamodeling for stochastic simulations.
This general approach overcomes some of the problems identified in (Yin, Ng, and Ng 2009) by
appropriately accounting for the parameter uncertainties in the predictor.

This paper proposes a general kriging metamodel for stochastic simulations, of which existing work
of (Yin, Ng, and Ng 2008) is a special case. In this model, uncertainty in the regression parameters
and the noise levels are accounted for, and we discuss a general approach to fully account for all
parameter estimation and uncertainties under different assumptions over several given special cases
and examples. This paper is organized as follows. In Section 2, we first describe our kriging metamodel
formulation, then derive the predictive distributions of the model for specific special cases. Then, we
propose a Markov Chain Monte Carlo (MCMC) approach to derive the predictive distribution for the
general case. Finally in section 3, a comparison between the modified nugget effect model and the
proposed Bayesian approach for kriging metamodeling is provided based on the M/M/1 queue.

2 MODELING APPROACH

Let Y¥(x) be the output from the stochastic simulation at x;, where x; = (x1,...,x,)! is a point in a
p-dimensional input space. We assume that Y*(x;) can be described by
Y(x)=Z(xi)+&Ex) i=1,....n (D)

where Z(x) is a Gaussian process with mean p(x) = FT (x)B and covariance function 62R;, which
we denote as GP(u(x),02R;), and & (x) is also a Gaussian process with with mean 0 and covariance
function 62 + 62R., GP(0,621+G2R,). F(x)is a vector of ¢ functions of x, and  is the identity matrix.
We further assume that Z and & are independent. This general modeling of & as a Gaussian process
enables a wider class of stochastic models to be modeled. 62 can be typically thought of as the white

noise or base measurement error inherent throughout the system and 62R, as the additional variability
that is dependent on the input location. Describing & (-) in this manner enables the error covariances
to be modeled as functions of locations and can also provide estimation of the noise at unobserved
points by “borrowing” information on variability from other nearby points. This formalizes the ideas
in (den Hertog, Kleijnen, and Siem 2005) and (Yin, Ng, and Ng 2008) for estimating variances at
unobserved points where ad hoc interpolation and bootstrapping techniques were taken. The general
form of (1) is similar to the form proposed in (Ankenman, Nelson, and Staum 2010) when the defined
intrinsic variance is estimated. When R, is diagonal, (1) reduces to the independent noise model adopted
by (Yin, Ng, and Ng 2008) and (Ankenman, Nelson, and Staum 2010).

The correlation function R can have different forms, and usually depends on correlation parameters
¢. A popular choice is the power exponential family of correlation functions which is commonly
applied in the field of computer experiment for its smooth response characteristics,

)4
R (xi,x;) = HCXP —0k(xik —xj1)7), Re(xi,xj) = [ ] exp(— e s (xi —xjx)%) 2)
k=1

The scale correlation parameters ¢, x and ¢, x are the sensitivity parameters that control how fast the
correlation decays with distance in the kth dimension, and the parameter g controls in general the
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smoothness of the response. When ¢ = 1, (2) is commonly known as the exponential correlation
function, and when g = 2, it is known as the Gaussian correlation function. Other forms of correlation
functions including the linear correlation function given in the Eq. (3) below, the Matérn class of
functions, the rational quadratic class of functions and the spline functions (more details can be found
in Cressie (1993)).

p p

Ro(xixj) = [T 1 — Onlin — xjkl, Re(xinxj) = [ 1= Geelxie —xjx 3)

k=1 k=1

2.1 Modeling Uncertainty

Inthe model defined in (1) and the correlation functionin (2) or (3), the parameters 6 = (3, GZZ, 0.,02,062,0,)
are typically unknown. One Bayesian approach to quantify this uncertainty is to assign a prior dis-

tribution p(B,02, 9., 02,02, ¢,) on the parameters
In this paper, we assume that 3, O'ZZ, ¢, and 0' Ne ,¢e are independent. We also assume that 3, G

and ¢, are independent, and 6 and o and ¢, are independent. Then, the prior on the parameters
can be written as

( ) (ﬁv zv¢27 nzwq)@) :p(ﬁ,Gzz)p(¢z)p(63)p(6,121)p(q)e) “4)
= p(Bl07)p(2)p(9.)p(0;)p(07) P(9e)-

This modeling approach also facilitates the accounting of any priori knowledge on the parameters
to be accounted for. In the case with little prior information, the non informative priors can be used.

2.2 Bayesian Prediction and Predictive Distribution

Based on (1) and (4), to predict the response Y*(xo) = Z(xo) at any xo, we first obtain the predictive
distribution of Y*(xg). The posterior predictive distribution at xo can be obtained by

F(Z(x0)|Ya) = /9 F(Z(x0)|Y, 0) x £(6]¥,)dO. 5)

The mean of this predictive distribution i), (x0) is the best MSPE predictor at xo, and variance can
be interpreted as the mean squared prediction error of .UO‘n(xO) (Santner, Williams, and Notz 2003).
The advantage of this Bayesian approach is that it accounts for the parameter uncertainties, and hence

can avoid the bias introduced with point estimates as described in (Zimmerman and Cressie 1992)
and (Yin, Ng, and Ng 2009).

2.2.1 Derivation of the Predictive Distribution (Assuming R and ry are known)

In this section, to ease the computational burden, we first develop a prediction procedure by assuming
that the parameters in the correlation function R and ry are known, i.e. ¢, and ¢, are known. We
adopt an empirical Bayes approach and discuss later how these parameters can be estimated.

With ¢, and ¢, known and rewriting the remaining parameters 6; = (f3, 0;, O,, G, ), we have from

(5,
F(Zxo)Y) = ///f (x0) Y, B, 62,62, 02) f(B, 62, 02, 62)dBdo2dc2d o2 ©)
= ///f(Z X0 ‘anﬁ>Gz’Ge76m) ( ‘ ) (szaeﬂGmD/ )dﬁdszszG

A simple two point problem A simple two point problem is used to illustrate this approach. We
use the following simplified two point problem to illustrate the approach analytically and to provide
some insights.

Suppose two observations y; and y, are obtained at points x; and x; respectively, where the

noise variability at each point is the same at (02 + 02). The distance between these two points
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x1 x0 x2

Figure 1: Design of the two point problem.

is d, and the prediction point xq is located at the center of the two points. We further assume
that the correlation function between Z(x;) and Z(x;) is the linear correlation function in Eq. (3),
given as p =1 — ¢,d. For ease of the integration, we introduce a new parameter T defined as
= (02 +02)/ O'ZZ, indicating loosely the ratio of the error noise to the signal function variation.
For computational simplicity, we adopt non informative priors for f3, GZ2 and 7 with the following
forms: p(B) = 1,p(02) =1/02,p(t) = 1/(2(1 +1)?). The priors for B and o2 are similar to the
non informative priors proposed in (Santner, Williams, and Notz 2003) for Gaussian random function
models of similar forms. The (Jeffreys 1961) prior is adopted for 7.

Then the covariance matrix X = GzzRZ + GZZ’CRe, covariance vector r(xp), observation vector Y,
and the regressor for the observation points and prediction point are given respectively as:

2 2 P
_ (o, op o;t 0
2= (g %) (57 o) "
_d,pl . p
r=G+35t5)
Y, = (v1,52)s
F(x):(lvl)a (XO):I'

The predictive distribution at xo can then be derived to be (Proof see Appendix C):

F(Z(x0)[¥n) o< \/ 1= p2(3F +33 — 2(y1 +y2)Z(x0) +2Z(x0)*) "'/,

Under these modeling assumptions, the predictive distribution at xq is a non-central z-distribution

(1—»2)?
7

with mean % and variance . Using the mean as the predictor, the prediction of Z(xg) at point

)1 — 2 . . . .
xo is given as ¥ ‘;y 2 and the MSPE of this predictor is (“fyz). With the linear correlation function
and the non-informative priors, this result is intuitive as the mean predictor is simply the sample mean
between the two observations, and the predictor variance is the sample covariance between these two

o va)2
points. The 100(1-0t)% prediction interval is given as % + % “10,0,/2-
A general prior setup In the remainder of this paper, to avoid improper posteriors, we adopt
the following proper hierarchical prior setup

p(B|62) ~ Ny(bo,02Vz)
p(o7) ~IG(ox, 1)
p(Gez) ~1G(te; Ye)

p(G,,%) NIG(amvym)
p(9.:) ~ G(az,b,)fori=1,2,...k
P(0e,i) ~ G(ae,be)fori=1,2,....k

®)
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where N, (m,K) denotes a p-dimensional normal with mean m and covariance matrix K, /G(o., )
denotes a Inverse Gamma distribution with density function,

,},O!
I'a)

p(s) = sf(a“)e*(%),s>0,a,y> 0,

and G(a,b) denotes the gamma distribution with density function

a
p(s) = Flza)salebs,s >0,a,b>0.

The selection of the prior distributions follows the conjugate prior for the Gaussian Random Process
in Gelman et al. (2003) and similar prior setting can be found in (Santner, Williams, and Notz 2003).
A further simplification when 7 is known Assuming 7 is known (we discuss the estimation
of 7 in the next subsection), we obtain the following proposition.
Proposition 1:
Assuming that ¢,, ¢, and 7 are known, the predictive distribution at xp, is a non-central t distribution

Z(x0)[yn ~ Ti (L, , 1 (x0) y,: O, (%0) Vs B2, 0, )

where
az\yn = n—|—2az,
Uy, (x0) = F(x0)A /M + ¢! (x0)R™" (ya — F(x)A/M),
and
2% +y R Yy, + bV by — ATA /M B
Gén(xo): < u OC(|) 0 / (1—cl(x0)R e, (x0) +h"h/M),
2| Yn

with

A=FTR YW, +bVy ' M=F'R'F+V; h=rT (x0)R'F — FT (xp).

The proof of the Proposition 1 is given in the Appendix A.
Based on the above, a 100(1-o)% prediction interval for any point xy is given as .U(XO)|y,, +

van (x0) “loy, /2,02, Where oy, 2,0/ is a univariate non central ¢ distribution with o, /2 degrees

of freedom.

Estimation of parameters in R, ry and 7
The results from the above sections are based on the assumption that the parameters ¢,, ¢, and T are
known. We adopt an empirical Bayes approach here by estimating these parameters for computational
convenience. Here we propose an approach on how to estimate these parameters using the maximum
likelihood method. This is similar to the approach taken by (Wang, Chen, and Tsui 2009). In Section
2.2, we consider a fully Bayesian approach which explicitly incorporates the uncertainties of these
parameters in the modeling framework and propose a MCMC approach to derive the predictive
distribution.

The maximum likelihood estimates for ¢, ¢., and T are the parameter values that maximize the
marginal likelihood f(Y,|¢,, ¢, 7). Hence,

{(ﬁzv(ﬁw %} - argmaxf(yl’l|¢27¢evf)

¢Za¢e-,7

This can be solved using standard optimization functions in MATLAB.

An alternative approach to using the above maximum likelihood approach is to first estimate
posterior distribution of the parameters ¢, ¢., and 7, and then using the posterior mean or mode of
these distributions to estimate ¢,, ¢, and 7. A similar approach to estimate these parameters is taken
by Qian and Wu (2008).
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2.2.2 A General Approach to Deriving the Predictive Distribution (when all the parameters are unknown)

In general, the integration in (5) can be done numerically. Assuming the prior setup in (8), full
conditionals f(¢9,, |Y,,02,02,02) and f(02,07,02|Yy, 9, 9.) are obtainable (see Appendix B), and
a Markov chain Monte Carlo approach can be applied in the following manner:

Set an initial starting value for (62,072,02)°, (Z(x))"

Sample (¢, )" from f(¢z, 9e|yn, (Z(x0))" ', (07,07, 0,) ")
Sample (7,07, 05)" from f(07, 07 [y, (Z(x0))' ", (4, 9c)")
Sample Z(xo)’ from f(Z(x0)yn, (07,07, 05)", (9:. 9e)’)
Repeat steps 2 to 4 until the chain has converged

. N l-: VA i 0 21: —m 4 '~ A" g
Approximate L, (xo) by i}, = 2”61% and Gs|”2(x0) by Gs|n2 = %

A Uih W =

The prediction interval for the predictor (], can be obtained from the ¢ and 1 — 5 quantiles of the
Z(xp)"' samples.

For the assessing of the convergence in step 5, related discussions can be found in (Gilks et al. 1996)
and (Gelman, Carlin, Stern, and Rubin 2003). The running time of the algorithm can also be reduced
by selecting appropriate starting points. Any prior information can be used to guide the selection of
the starting points to increase the algorithm’s efficiency. For example, the conditional distribution
can be roughly plotted in certain cases to provide some useful insights into the starting point.

To illustrate this general Bayesian metamodeling approach with the MCMC, a numerical example
is conducted in the next section. In the Bayesian analysis of these examples, we use general “vague”
hyperparameter settings for the priors similar to those adopted in Qian and Wu (2008). Specifically,
we chose a “vague” prior of IG(2, 1) for 62,062,062, and the “location-flat” prior N(0,52) for the f3,
and G(2,1) for the ¢,, ¢,.

3 NUMERICAL EXAMPLE

The M/M/1 queue system is a typical stochastic system which is widely studied in the literature. Since
the expected waiting time for the M/M/1 system has a closed form, it is easy to compare the model’s
performance with the true performance. In this stochastic simulation system, we treat traffic rate as
the input and the expected waiting time as the output.

Furthermore, in order to study the effect of the noise level on the parameter estimates and predictions,
we compare our predictive model with that of the Modified Nugget Effect Kriging (MNEK) model
((Yin, Ng, and Ng 2008)). Since the mathematical forms of the MNEK and the stochastic kriging
model are equivalent, we will make the comparison only with MNEK.

In this example, we fix the system arrival rate at 1 and vary the traffic rate. The mean of the
expected waiting time can be expressed as a function of traffic rate x:

X

He 1—x

For the experimental design, 17 observation points are evenly located atx = 0.05,0.10, ...,0.80,0.85,
where the traffic rate x is considered to be the input of the simulation model. For each observation
point, we make 100 replications and take the sample mean and sample variance as the simulation
outputs. Based on the 17 sets of input-outputs combinations, we build the MNEK and the Bayesian
approach for kriging metamodeling (BK). After that, both models are tested over 1000 evenly dis-
tributed prediction points in the sample space. For the modified nugget effect kriging model, the
predictor’s output is used as the predictive mean and the Mean Squared Prediction Error (MSPE)
is used as the predictive variance. For the Bayesian approach for kriging, the predictive mean and
predictive variance are approximated over all the MCMC samples.

As the variability at low traffic rate is small, the additional variability in the parameter estimates
is small and insignificant. For this reason, we focus the plot in Figure (2) at the higher traffic regions
with x > 0.55. From Figure (2), we see that the predictive mean given by both MNEK and BK are
close to the true mean, while BK gives wider prediction interval than the MNEK. This result can be
expected as BK estimates the noise by “borrowing” information from the nearby observed variability
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Figure 2: Predictive mean and predictive interval given by MNEK and BK for the M/M/1 example.

and at the same time, takes into account all the parameter estimation uncertainties. This is also aligned
with the results provided in (Santner, Williams, and Notz 2003). Furthermore, we can expect that the
BK will have a better coverage than the MNEK for the actual simulation runs.

1 T oo

0.95F

0ol b A
B
0.85] : a

coverage

0.7 . 1
O  MNEK
0.65[ LA

0.6

a

i i i i i i i i

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
traffic rate

0.55
0

Figure 3: Coverage of the 90% predictive interval for both of the MNEK and BK model for the M/M/1 example.

Figure (3) shows the coverage of the 90% prediction interval for both MNEK and BK models given
1000 actual simulation runs each at the 17 test sites. We can see that the BK has better coverage than
the MNEK, especially in the areas with higher variability. Paired t-test are carried out and the results
suggest that the difference between the coverage for the MNEK and BK is statistically significant at
an alpha level of 0.05. We note that the coverage falls short of the stated level at high traffic level
as also observe in Kleijnen and Beers (2010). As for the predictive variance, we see from Fig. (4)
that both models underestimate the empirical variance around the area with high variability like from
0.8 to 0.85. BK overestimates the predictive variance in the low traffic region but gives closer results
than the MNEK in the high traffic region.

Table 1: Squared difference of the predictive variance given by BK and MNEK for the M/M/1 example.

Traffic Rate  MNEK BK
0.82 8.8E-7 29E-8
0.83 3.0E-6 1.1E-7
0.84 8.1E-6 1.1E-6
0.85 1.8E-5 3.7E-6
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Figure 4: Predictive variance given by MNEK and BK for the M/M/1 example.

The squared differences between the two models’ predictive variance and the empirical variance
in the high traffic region are also given in Table (1). We can see the squared difference of the models
increases as the traffic rate increases, however BK’s squared difference increases at a lower rate
compared to MNEK.

4  Conclusion

In this paper, we propose a Bayesian kriging metamodeling approach for stochastic simulation. We
model the stochastic simulation outputs as the sum of two different Gaussian random processes with
unknown parameters, one to model the mean response surface, and the other the variability. The
proposed approach can account for all parameter uncertainties as well as the inherent uncertainty of the
simulation model itself. A simple two point example is used to illustrate analytically the basic ideas
of the approach. When the ratio of the process variances 7 is known, we further derive the predictive
distribution. We subsequently propose a MCMC approach to address the prediction for the general
case. Using the Bayesian predictive approach, the prediction can explicitly incorporate uncertainties
in the model parameters and overcome the problems identified in (Yin, Ng, and Ng 2009).

A comparison between the modified nugget effect model and the proposed Bayesian approach
for kriging metamodeling are given based on the M/M/1 simulation system. The numerical results
suggest that the predictive variance given by the Bayesian approach is closer to the empirical value
than the results provided by modified nugget effect model as the Bayesian predictive approach can
account for the parameter uncertainties in the model. However, at high traffic rates, the Bayesian
approach still underestimates the variability of the actual simulation model. Follow up work includes
applying this predictive modeling approach for designing and planning simulation experiments to
more efficiently develop and apply metamodels.
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A Proof for Proposition 1

If 7 is known, the posterior distribution in (6) can be given as:
f2eol)) =[] 1@l .02 (418,02 (Bl02)1 (0 dBdo?
x0) = FT(x)B =T (xg)=~! n—F(x
o ‘//(022)71/26)(1)(7%2( 0) F ( )ﬁ z g 0)2 (Y F( )ﬁ))z

02—l (x0)Z 1 r(x0)

4

(02) P 2exp(—3 (1~ FT ()B)" 2 (%, ~ T ()

-1
(GZZ)—a—n/Z—l exp(—% * (B — bO)T ngz B _bo))exp(—%gi)dﬁddzz

: 1 1y oen/2—3/2
[[expl=5BTAB+ B Brexp(— 5 Ey(o)-emrzsa 2

1

1 'p Tyl Vo 2
- (Y, Y, — A -
=2l 2(03—%?(%)271&()60) i 5 o? bo) + 1 )dpdo;
/ —1
_ 2\ —o-nf2-3)2 — o1, 1 p'p Tyl ™o 2
- /(o‘z) Vdet2rA - Texp(387A~'B 2 T s TG T E b o+ )do?
where
KTk vl
A = FT(x)Z ' F(x) + 2
(Gzz_rzT ()= r2(0) EEFE) o? )
T 1
pk T yg—1 boVy
B = +Y (X)X F(x)+ ——
(=T )E ) 1 OF PO 75

p = Z(xo)—rl(x0)Z7'Y,
ko= rI(x)Z 'Y —F7 (x0)
b 02R,+ 62R. + 62 = 62(R, + TR,) = O°R

r(x) = o7e(x)
Collecting all terms involving Gzz, we have:

Q

& Jic?

F(Z(x0)|Yn) o< /(63)—05—11/2—3/2€Xp(_

o« Q—%n/2-1/2

where
o = (tsras-l P'p YT (R4 TR) Y, + BV o+ 72)
2 2 02 —rT(x0)Z ry(xg) " 0 g
oyt (Z(x0) — Hp(x0))*
200+n 63(xo)
Hplxo) = F(x0)A/M~+cl ()R (yu—F(x)A/M)
2%+ VIR 1y, +bE Vs by — ATA /M
o2w) = Lt y;azig 0 ATAIM T )R e (o) + W M)
A = F'R'Y,+bV,!
M = F'R'Fy,!
h = rFxo)R™'F—F" (x)

B Posterior distribution of the parameters

The posterior distribution of the parameters (672,62,02) can be given as:

f(62.2708270-r%l|yn) = ///f(ﬁ762,2706270-317¢Z7¢(‘|Yn)dﬁd¢zd¢e
[ £01B.02.62. 2. 0.. 00 (BI62)(02)£(02) 1 (0) (90)(9:)aBdgcdo.

R
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The same for the parameters (¢;, @, ):
00l = [[] £(8.02.62.03.0. 0V adc?dc?dcs
][ £01B.02.02.5%. 0.0 £(Bl0?) £ (62)£(02)£ (52 £(6:) £ (9e)dPd o dozd

The integrand above can be derived given the prior distribution in (8):

1(Yy,B,02,07,0m,0:,0e) = f(YalB,07,07,0m. 02, 00)f(Blo2) f(02) f(07) f () £ (9:) £ (9e)
f(YalB,02.02,00,0:.0c) < (detz)“/ZeXp(—*(Yn—Fﬂ)TZ‘l(Yn—Fﬁ))

o) o (07)" 1”exp(—f(zs bo)" -2 % (B bo))

fB

f(03) = exp(~25)(0) !

Z

f(0) = exp(-L5)(02) !

e

f(o7) = exp(~L5)(an) ot

£(9:) e exp(— bq>)(q>)“*1
f(@e) o= exp(—bede)(de)™

Rearrange all the parameters,

fe2atanlt) = [[[100,.B.0% 02} 0. 0)dBdocdo.

~1/2 24 Tas—1 Ty—1 Ty,—1 Y Ye )/
o /(detMZ) /exp(iozl M -y]=ly, bV, bofc—zzfc—zfé)
(02)127% (7)1 =% ()~ exp(—b2: — bee) (9:) " (9:)" ' d:d g,
Fou0lt) = [[[100,B.0%.6%.02.0..0.)dBdo?do? o,
Y. Y m
o // detMs)~ I/zexp( A TM A YTy, — BTV lb(’_c?_?g_ VA

(o; )1/2—051(662)1—053(0.3’)1—0:,” exp(—b; ¢, — be¢6)(¢z)ar1 (¢z)a€_1d0'z2d0e2d6r%¢

where
A=F'R Y, +boVy ' M=F'R'F+V!

As for the direct sampling from these two posterior distribution can be difficult, we adopt the rejection-acceptance
method for the posterior distribution sampling within the Gibbs loop for the MCMC implement.

C Details of the two-point example

Assuming the non informative prior (Jefferys Prior):

p(B)=1,p(c?) =1/0Z,p(r) = 1/(2(1+71)?)
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With the covariance matrix X, correlation vector r(x), observation vector Y,, and regressors F(x) and F(xo) given
in Eq. (7), following the steps in Proposition 1, we get:

yil+p)+y2(l+p)—2Z(xo)(1+p+7)

p o= Zxo)—r 0T, = Lte) 2
ko= rf(xo)zfly,,fﬂ(xo)zfﬁfﬂ
-1
A= e (f;;-lrz(xo) HFETF ) + VcOTZN = % %
B = (i I WS R+ P« - 2 b 422

Z

Collecting all the terms with 7, the posterior distribution can be simplified to:

L Lo p'p .
) = [VERATGBAT B S (L TR ) e

1—p2
\/y% +¥5 = 2(y1 +y2)Z(x0) +2Z(x0)?
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