
Proceedings of the 2012 Winter Simulation Conference 
C. Laroque, J. Himmelspach, R. Pasupathy, O. Rose, and A.M. Uhrmacher, eds 
 
 

CONCEPTUAL MODELING WITH PROCESSES 
 
 

Andreas Tolk 
 

Charles Turnitsa 
 

Old Dominion University Columbus State University  
Engineering Management & Systems Engineering TSYS School for Computer Science 

Norfolk, VA 23549, USA Columbus, GA 31907, USA 
  
  

 
ABSTRACT 

Western philosophy of science has been heavily influenced by the idea that substantials are the main car-
riers of knowledge. Objects and their attributes and their relations to other objects dominate the world of 
knowledge representation. Processes play a subordinated role as they are merely seen as the things that 
create, change, or destroy objects. A recent study has shown that this view is dominant in modeling and 
simulation as well. The paper presents the (semi-) formal method developed in the doctoral study and its 
application to conceptual modeling techniques as they are taught in M&S education. The result shows that 
objects and relations are well captured, but that processes can be used as an alternative viewpoint as well. 
Using a process driven viewpoint opens new conceptual insights. We show that using the formal method 
allows to extend legacy conceptual methods to address these new aspects as well. 

1 INTRODUCTION 

Computer simulations are programs and as such they are influenced by computer engineering methods 
and tools. Due to their discrete nature, digital computers are closely connected with the idea of finite state 
machine, which are abstracts machines that can be in one of several finite states. In order to change the 
state, an event occurs that changes the states. Several useful modeling techniques have been developed in 
the recent years, and we will have a look at a selected subset in this paper, but we will also show that the 
entity or the state machine or the substantial is in the canter of all these methods while the events or pro-
cesses always play a secondary role: the state is, the process or event only exist to change the state. 

This idea is deeply rooted in Western philosophy, going back Plato and to Aristotle (350BC). In their 
philosophy, they postulated that substantials are the essence of what is real. What is can be described by 
properties and relations. As properties and relations can change, processes can be associated with such 
changes, but a process that doesn’t change anything is meaningless. A process can also not create some-
thing out of nothing. Processes are agents of change, and the substantials are what are changed, and ulti-
mately substantials are describing what is real. Reality is captured in matter and as such timeless. Pro-
cesses change matter, but not reality. Aristotle used these basic ideas to constitute the beginnings of 
classification schemes to categories things and applying scientific methods to gain new knowledge. On-
tology describes things and properties and how they are related. Substance has primacy over processes. 

Only recently, the possibility to look at substantials and processes as different sides of the same coin 
has been discussed. Process philosophy states that processes have primacy over substantials, as a current 
stat is just a configuration of the underlying process, and while the processes endure, the substantials are 
changed by them (Rescher 1996). 

The perspective of processes having primacy over substance allows for many interesting new per-
spectives, often reducing the complexity in methods used to describe a problem. A rainstorm with lighten-
ing, rain, and hail as a process is easier to describe as using the substantials to describe the storm. Styhre 
(2002) presents some interesting examples for strategic management challenges. 
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A recent PhD thesis completed at Old Dominion University therefore evaluated if current modeling 

methods support process philosophical views sufficiently, what elements are potentially missing, and 
what can be gained if we complement our state-machine centric methods with such alternative approach-
es. This paper describes the modeling techniques evaluated, analyzes the functional components of these 
methods, and presents the Object–Process–Relationship (OPR) method and its applicability. 

2 MODELING AND MODELING TECHNIQUES 

From a number of different sources, a distillation of the term modeling emerges in (Turnitsa 2012) that 
may be useful to consider here: Modeling is the purposeful process of abstracting and theorizing about a 
system, and capturing the resulting concepts and relations in a conceptual model. 
 From that definition, there are a number of implications that bear pointing out for this paper. First, in 
order for a captured abstraction that describes a system to be shareable with other parties, it is helpful to 
rely on methods (modeling techniques) that are understood within the community of practice the modeler 
operates in. Second, if such a technique is relied on to capture a model, it should have some capability of 
representing information about the system the model is an abstraction of. The combination of these two 
implications – (1) that modeling is done best with an established modeling technique, and (2) that a mod-
eling technique is designed to capture knowledge about the system it represents – are key to the topic of 
this paper. The reasons for modeling are many, but in the case of conceptual modeling (the type of model-
ing being discussed in this paper, in spite of using the more general term of simply ‘modeling’), a very 
good case for when it is appropriate – especially when used in concert with a simulation – can be found in 
(Law and Kelton 2000). It illustrates that constructing a conceptual model is done when there are ques-
tions that need to be answered about the system to be modeled, but there is not a convenient way to use 
either the system itself, or some other representation. 

2.1 Models as Representation of a System 

In the literature on modeling, there are several views of what use a model should be described for. These 
are explained in detail in (Turnitsa 2012), however in brief they are as follows. The first, very commonly 
held, view is that a model exists in order to be the inspiration and design guidance for a simulation. This 
is seen, as an example, in (Robinson 2008). The second, almost as commonly held, view is that the model 
exists not only to serve as the inspiration for a simulation, but also for other purposes – for instance, sub-
jecting the resulting simulation to verification and validation tests, or to stand in place of the system for 
analysis and optimization. Two sources for this view, as examples, are (Sargent 2005) and (Balci 1998). 
Finally, there is also a school of thought that expects a model to be the source of a number of different 
developments (not only a single simulation), and to be put to a variety of uses, not foreseen when the 
model is created. For this reason, the model should be as robust as possible in capturing knowledge about 
the system it describes. An example of this viewpoint is in (West 1996). 

In all these cases, and others, the model itself stands in as a representation of the system. The model is 
intended to capture information about the system. Summarizing from (Robinson 2008) it captures infor-
mation about the system’s “objectives, inputs, outputs, content, assumptions and simplifications”. From 
(King 2009) it has been shown that the assumptions and simplifications of a model are knowledge that is 
separate from what the model itself explicitly shows. However, the other elements (especially, inputs, 
outputs and content – which is how the inputs become transformed, over time, into the outputs) are of in-
terest, and are what the model must capture, in order to be an abstraction of the system. 

2.2 From Model to Simulation 

Although a model, as representation of a system, should describe what that system is, and what that sys-
tem does (Robinson 2008), the definition given above for model describes that the abstraction is with a 
purpose. That purpose is perspective that the modeler has of the system, and what questions are going to 
be asked of it. It is likely that each modeling perspective of a system will vary from others. In considering 
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the motivation for modeling that (West 1996) gives, that perspective should be as wide as possible, but it 
is always an abstraction of the original system (in some way), and so it is likely that even wide-
perspective models will vary from each other. Because of this variation in perspective, each model is like-
ly to be different. Although, all models of a system are held to be accurate, if they can serve to answer the 
questions that determine their perspective. 

One way to view this question of perspective, and how it shows that models lead to simulations, is to 
consider a contributing work from the field of semiotics. In (Ogden and Richards 1923) the idea of the 
semiotic triangle is presented. It shows how a semiotic representation of a referent is formed, by the per-
son expressing the semiotic (symbol) first forms a conceptualization of the referent, and then this concep-
tualization is encapsulated in a symbol that is to stand in for the referent in some exchange of information. 
In the same way, a model is the embodiment of the system it is representing, and then the model gets en-
capsulated in a simulation that is to stand in for the system to present answers to questions. 

As with semiotics, as many conceptualizations can serve a single referent, so many different models 
can serve to describe a single system. As mentioned above, if each of these models (from a different mod-
eling perspective) is successful at representing the system such that questions inspiring the perspective are 
answerable, then it is a successful model. However, from any one of those models, it is possible that a 
number of different simulations could be developed. Consider, for example, in the case of computer simu-
lations – from a single model a number of different simulations could be written using different computer 
programming languages (each of which would introduce differences in how the model is interpreted into 
a machine understandable program). 

What this all exhibits is that while a model stands for a system, and a simulation interprets a model, 
for a single system there can be any number of models, and from a model, any number of simulations. To 
further add to the variety of different possibilities, the different models of a system could be done using 
the same modeling technique, but resulting in different models, or they could be done using different 
modeling techniques. Given such a case, it can be seen why an engineer, or some other interested party, 
would have a way to compare what it is that a model is trying to represent between different types of 
models. 

2.3 Models as Representation of a Conceptualization 

For a model to be useful in answering questions about the system that it represents, it must necessarily 
represent enough conceptual information about that system, to provide the basis for generating answers. 
Within computer science, for example, this has been seen since the early efforts at capturing information 
systems as diagrammatic models. The earlier examples of this were expressed as finite state machines. 
Two types of machines are commonly regarded; the first being the Moore machine (Moore 1956) which 
represents the states and transitions between them of a state machine, and indicates that system output is 
produced when each new state is attained. The second is the Mealy machine (Mealy 1955) which repre-
sents, likewise, states and transitions, but indicates system output with each transition. In both regards, the 
states of the machine are the main focus, with the transitions there to show the necessary, but incidental, 
arrangement of those states. 

In addition to finite state machines, other early attempts to depict the operations of systems conceptu-
ally included flow charts, which conceptualize the algorithmic operations of an information system, with-
out as much focus on interspacing states. The strength of the flow chart over the state machine is the pos-
sible depiction of branching flows of activity, parallel flows of activity, and so on – all concentrated on 
the sequencing of algorithmic steps. This type of conceptualization concentrates on the processes of the 
system, and their sequences, with only minimal representation of the objects and states. 

In (Sowa 2000) it was shown that although both of these views represent valid conceptualizations of a 
system, it is necessary to consider both views (the state, or object view; and also the activity, or process 
view) in order to have a valid and accurate depiction of a system that can answer systems, and represent 
dynamic activity. For an example of how this can be accomplished, Sowa presents the Petri net (Petri 
1966) as a possible method for showing such a system might be considered. That author (Sowa 2000) 
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then goes on to show how not only are details and parameters of objects necessary to a conceptualization, 
but also the details and parameters of processes. 

3 FUNCTIONAL COMPONENTS OF MODELING TECHNIQUES 

That there are different techniques from different domains – all useful – but all with different perspectives 
is accepted as a given condition of the current state of the art in conceptual modeling. But the commonali-
ty of types of components that can be relied on to describe all of those techniques is shown, and this is 
then followed up on to suggest a (semi-)formal method that can be relied on to both describe and compare 
those techniques, and also to describe and allow combination of specific models. 

3.1 Modeling Techniques each Support a separate Perspective 

There are any numbers of different modeling techniques, from different domains, each existing in order to 
support a different type of modeling. Each of these different needs for modeling (from different domains, 
and serving different representational needs within those domains) is a different perspective. To support 
those needs, different techniques necessarily are oriented (in terms of what, about their referent system, 
they allow to represented with detailed knowledge) to different uses. However, in spite of these different 
domains, and different perspectives, it is the premise of the work presented here, which follows (Turnitsa 
2012), that there are common components, assembled in an open, but orderly, fashion that makes a com-
mon formal method to describe all such techniques possible. 

3.2 Common Components 

The premise of the method presented in this paper is that all conceptual modeling techniques can be de-
scribed with a minimal set of different types of components that are commonly found regardless of the 
domain that the modeling technique comes from. This can be seen from the literature for several domains. 
From modeling and simulation, it can be seen in conceptual models. From systems engineering, it can be 
seen in techniques such as SysML and Object Process Methodology (OPM). From software engineering, 
it can be seen from UML. And from knowledge engineering, it can be seen from ontological modeling. 
These are all presented in the following section, from the attendant literature. 
 From a perspective intended to show the functional decomposition of a system and represent it in a 
model, as shown in (Dori 2002), it is stated that systems can be modeled by objects and processes. Ob-
jects are the elements of the system that will remain the same unless operated on by some other part of the 
system, by his definitions. Processes are the elements of the system that perform those operations. Dori 
indicates that his method expands on most system modeling techniques, which rely on the capture of ob-
jects and the traditional system science technique of representing processes as state changes between 
states of objects, to show that processes are more complex and deserve additional consideration. This has 
additionally been shown to be the case within (Tolk et al. 2009), where alignment and the ability to com-
pose models is shown to require consideration of objects, processes, and constraints. From (Shlezinger et 
al. 2006) it is seen that both elements are required – objects grant the model understanding of the structure 
of the system, and processes grant the model understanding of the dynamic behavior of the system. From 
(Turnitsa 2012) it is shown that both are equally necessary in order to exhibit the meaning of what a dy-
namic system is (and can do). This is summarized there, by the following: The two equally important 
class types in OPM, objects and processes, differ in the values of their perseverance attribute: the perse-
verance value of object classes is static, while the perseverance value of process classes is dynamic. OP-
M's combination of objects and processes in the same single diagram type is intended to clarify the two 
most important aspects that any system features: structure and behavior (Shlezinger et al. 2006) 
 Bringing this into alignment with (Robinson 2008), the behavior of the system is described by the 
model as its contents, and it relates how the model transforms input into output. If the model is considered 
from the resolution of considering that behavior as a single transformation (input into output) the model is 
a function, accepting input to the model as its domain, and producing output from the model as its range. 
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Internal to the system, unless it is trivial in composition, there will be any number of different sub-stages 
of this transformation, where parts of the model are being transformed to be used by other parts of the 
model, as per (Dori 2002). The Unified Modeling Language, or UML (OMG 2002) assembles a number 
of different modeling techniques to describe a system. These techniques are split into two categories, 
agreeing with (Shlezinger et al. 2006), in that they are described as the structural diagrams (giving the 
structure of the system) and behavioral diagrams (giving information about the functioning of the internal 
processes that make up the overall system transformation). Considering the Systems Modeling Language, 
or SysML, it is seen (OMG 2010) that these two categories are also present, but SysML also includes a 
new modeling technique, or diagram as they are called in SysML and UML, called the “requirements dia-
gram”, which is additional to, and separate from, the UML categories of behavioral and structural dia-
grams. It may be of interest that an internal study furthermore ensured that the concepts utilized within the 
Business Process Model and Notation (BPMN) as documented in (OMG 2011), which is commonly used 
in industry, are a subset of the concepts evaluated in the research underlying this paper. More in-depth 
evaluations have been presented by Shuman (2011). 
 In understanding what software engineering (UML) and systems engineering (SysML, OPM) declare 
that a model should consist of, we have seen so far the specific mention of objects and processes, a view 
from the literature that is corroborated by (Tolk et al. 2009). The model will serve as some knowledge 
representation of the system it represents; this is also in alignment with the idea of using modeling and 
simulation to represent the semiotic triangle (Ogden and Richards 1923). There are other modeling com-
munities, however, that are also concerned with knowledge representation. One of those worth consider-
ing is the knowledge engineering community. This community, which is concerned with knowledge rep-
resentation and knowledge modeling, is defined (in terms of modeling) as, “Knowledge engineering is the 
application of logic and ontology to the task of building computable models of some domain for some 
purpose” (Sowa 2000). 
 As the foundational method for describing knowledge, the philosophical pursuit of ontological repre-
sentation will be considered to see if knowledge representation models contain the same contents as the 
other modeling domains considered (software engineering, system engineering and modeling and simula-
tion). From the ontology literature it is clear that the presence of objects and processes, and their relation-
ship, is such a clear part of the fabric of understanding, that it engenders two different viewpoints on how 
a system is understood. The first is the object-centric view, referred to in (Grenon and Smith 2004) as the 
3-D, or three dimensional, viewpoint. It is so named because it assumes that objects are (in a Newtonian 
sense) in existence and inviolate in their definition, unless acted upon by some outside force – a process. 
A modern description of this metaphysical commitment is presented in (Lowe 1998). The second view on 
reality is the process-centric view, referred to in Grenon and Smith as a fourth dimensional view. This se-
cond metaphysical view is much more in alignment with some of the ideas of modern physics, in that 
what we perceive of as objects are just signifiers of ongoing processes – everything is always in some 
state of flux. This second view is presented in (Sider 2001). A source that unifies these two viewpoints is 
(Grenon and Smith 2004), and a conclusion made in that source is that regardless of the perspective (ei-
ther object-centric or process-centric) the reality is defined by objects and processes and their relations 
with each other. 
 Not mentioned explicitly so far, but always there in all of the literature sources mentioned so far, is 
the implication that these content defining elements – the objects and processes – can be associated with 
each other. This is present, certainly, in data modeling with its view (Chen 1976) of the relational model. 
It is also there, in most graphical modeling techniques as the way of connecting the elements of the model 
– some boxes are related to others. Considering the diagrams from either UML or SysML this can readily 
be seen, as well as the conceptual models described by (Robinson 2008) where there is definite and com-
mitted association between objects such as input and output and internal model components, and the 
transformational processes that affect them. Without the ability to indicate association of the object and 
process elements by these relations, the conceptualization of the system would not be possible. 
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Taken together, then, the elements that Robinson (2008) claims make up a conceptual model are what 

(Dori 2002) claims are part of a systems model, and what (Grenon and Smith 2004) claim are part of an 
ontological model – objects, processes and the relations between them.  

3.3 Objects, Process and Relations 

From these common elements to all modeling can be developed the components are that make up a mod-
el. From the definition for modeling presented earlier from (Turnitsa 2012), it has been seen that “a model 
is a purposeful process of abstracting and theorizing about a system, and capturing the resulting concepts 
and relations in a conceptual model”. As such, the model is a sign standing in place of the system it repre-
sents. Viewed this way, models are tokens for knowledge – about the system they are representing. Each 
component that is identified will either have to be useful for the model to either represent some aspect of 
the system being represent, or necessary in order to internally support the whole representation of that 
system. Each component, then, can be considered in isolation from all the rest of the model, yet it repre-
sents knowledge about some part of the system – as the model itself is representing knowledge about the 
whole system. In this relation (part to whole) although each component can be considered individually, 
they are all intended to contribute (and be part of) the whole model. This leads us to the following defini-
tion for a component of a model: A model component is an identifiable part of the model that represents 
some part of the knowledge that makes up the whole model, but which can be considered individually as 
well. 
 Mentioned earlier, the model must be representative of the system, and encapsulate enough of its 
complexity in order to be expressive (to answer whatever question is being asked of the model), yet sim-
ple enough to warrant the extra effort of using the model to represent the system, rather than work with 
the system itself. What is said about the components of a knowledge representation, and then more gener-
ally, any model, can be seen from existing literature, and was discussed at length in (Turnitsa 2012).  The 
literature of conceptual models identifies many elements that are part of models. In (Robinson 2008) these 
are enumerated as objectives, inputs, outputs, content, assumptions, and simplifications. 
 Examining that list, there are two categories of informational elements about models. First are the el-
ements that make up the model – inputs, outputs and content. Second are the elements that describe the 
character of the model – objectives, assumptions and simplifications. For the purpose of exploring the na-
ture of the components of a model, the first set is of interest for consideration here. The effects of the el-
ements that describe the character of the model are derived may influence the elements that make up the 
model, but those effects will be present in the definitions and parameters of the elements that make up the 
model. 
 As discussed earlier, the common components for the modeling techniques of a wide variety of dif-
ferent domains are all objects, processes or relations. The literature on knowledge representation, and the 
ontological representation of knowledge, is relied on to show that a system can be described with these 
three components. 
 From the literature of information theory, we can see in (Shannon 1948) that although the transferring 
of information includes a speaker, a listener, and a medium of transfer, it is implied that information will 
exist in “symbols”. This is also held up by the earlier (Ogden and Richards 1923), which holds that a rep-
resentation of a conceptualization is a symbol. This idea is also held up in the literature on ontology 
(Smith and Grenon 2004), which identifies that the symbols for describing a world consist of symbols for 
enduring entities and symbols for occurring entities. These are described as objects and processes.  
 Taking these two views (whether a system should be viewed as a number of objects, and they change 
because of processes; or where everything is in a constant state of change) together, under the frame of 
considering a model as a representation of knowledge, we see that a model (Robinson 2008) should ac-
cept input, produce output, and have some content that describes how the output is produced from the in-
put. As the entities of a world are (at least) objects or processes (Smith and Grenon 2004) then the input, 
output and content should address these (as will be demonstrated later, a third possibility exists, and that 
is the association of those objects and processes – which will be referred to as relations). As the model in-
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cludes as separate things the content, input and output, then it follows that all three of these are distin-
guishable from each other. The introduction of input into the content is identifiable as being separate from 
the content, as is the output. If the content contains a description of how the input is changed to become 
the output, then regardless of what the input consists of, something must occur that changes the identity of 
that input. That change is represented by one or more processes within the model content. It is in this way, 
at a very coarse level of consideration, that the modeled operation (the content) is a function. It accepts 
some input, and produces some output.  

4 REPRESENTATION OF MODELING TECHNIQUES USING OPR 

 Identifying that the three components of a modeling technique in the preceding session, how these 
can be used to identify what each of the elements of a modeling technique are (defined in terms of those 
three components), and how they work together is what the OPR approach is designed to do. This section 
will do that by showing how the parts of a technique can be described using the three components; show-
ing the formal rules for how those three components can work together; and some interesting implica-
tions, or corollaries, that come out of the interaction of the defined components. 

4.1 Model reduced to Components 

 There are parts of a system that may be identified within a model that maintain identity over time, and 
these are objects (Corcho and Gomez-Perez 2000). The term object here is not to be confused with the 
computer science term object. In having an understanding of a system and its persistent elements, we can 
assume that they will remain stable, unless operated on by something that is within the system (a modal 
change) or something from without the system (extra-modal change). It is reasonable to expect this persis-
tence (Chandrasekaran et al. 1999). The persistence of these elements is what allows for the meaningful 
capture of them into artifacts (Niles and Pease 2001). A method to distinguish objects from similar ob-
jects is the identification of the various qualitative and quantitative attributions that identifies the object 
(Guarino and Welty 2000).  
 The model describes that meaning of what the system it describes is, and what it does. The model us-
es symbols to express that meaning, and those symbols are in at least two different categories – objects 
and processes (Whitehead 1978). It is clear that ontologically objects are things that are, that is – they ex-
ist. Processes, ontologically, are things that occur – either at a single point, or over some time. While it 
may be enough for now to state that objects are the portions of a model that persist in their existence – the 
parts, components, etc., what the meaning a process conveys is not yet clear. A definition of process, and 
what a Process component can do, is required. 
 If there is change – that is, objects changing because of something represented within the model – 
then that change is a dynamic element of the model. In order to derive a definition for what that dynamic 
element is when it is considered as part of a model, it is required to look to the literature for definition. To 
simplify things, although the word has not been defined yet in the dissertation, the word process will be 
used for that dynamic element. In order to see what this is as the literature is guiding us to a formal de-
scription of what the model consists of, defining the word process is necessary. So far, whatever it is that 
changes within a model – and it has just been shown that a dynamic model is one that is responsible for 
some change of the input to the model into the output from the model – has had the method of enacting 
that change called either the dynamic aspect, or dynamic element of the model – or alternatively it has 
been referred to “what it is about the model that changes”. Within (Turnitsa 2012) additional considera-
tions and definitions from the various literature on what it means to have dynamic capacity within a mod-
el, and therefore what it means to have ‘processes’ within a model.  
 From these definitions, then, the thing that remains through them all is the defining identity that “a 
process is responsible for some transformation or change”. The characteristics of the process will be de-
scribed further on in this chapter. When considering the system as a whole, then, each process is a marker 
of the system being in one state, and then the transformation of the process occurs, and then the system is 
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in another state. If the process exists over time, then the system is in a dynamic state during that time – 
neither the pre-transformation state, nor the post-transformation state. Here, when the state of the system 
is referred to, the same sense is implied as for the definition for “system state” from earlier. 
 With regard to a model, then it is seen that an object is something that retains a state of identity within 
that model. A process is something that is a marker between two different states of the model. In the case 
of the object, the word state is the identity of the object. In the second case of the process, the word state 
is the identity of the model. Since we have seen that the model consists of objects and processes, then a 
process is the change to one or more components that make up the content of the model. The compo-
nent(s) that the process affects must be identified by the model, to express information about the system. 
As the content is some collection of objects and processes, and processes occur that mark a change to the 
state of one or more of these, then there must be a way of associating a process with what it is changing.  
 That association indicates a third entity that is part of the model’s content. It is referred to in the com-
puter science literature (Codd 1970, 1974) as a relation. This view was refined, and given further consid-
eration (as the basis for relational database management systems) in Chen (1976). The reliance on a rela-
tion is identified as a key to representing information in all of the fourteen (or more, considering SysML) 
diagramming techniques presented in both UML and SysML (OMG 2002, 2010). Finally, it is represented 
within both the knowledge representation literature (Sowa 2000) as well as the systems modeling litera-
ture (Dori 2002) as the connection between objects and processes. This new component (the relation) is 
defined as “the means of associating together other parts of the model”. As with processes, and objects, 
additional considerations are presented in (Turnitsa 2012) concerning relations, however it is also pointed 
out there that room is quite welcome for an in depth study of association between concepts within a mod-
el, and what this means for modeling and system representation.  The three identified definitions of ob-
ject, process and relation components are these: object component, process component, and relation com-
ponent.  Based on the definitions given earlier for a component and for a model, each of these components 
is expected to be an identifiable portion of the model that fulfills some role in expressing the information 
about the system that the model is describing. 
 An object component is a model component that has continued existence. The object component is a 
part of the model that is representing some part of the system that will retain its identity (have continued 
existence), until that identity is altered by some other component. 
 A process component is a model component that is responsible for describing change or transfor-
mation. As has been shown in the preceding section defining process, there are dynamic aspects to some 
systems, and therefore models of those systems must represent that change. A process component is the 
component that captures that information in a model.  
 A relation component is a model component that is responsible for associating other components. The 
most immediately apparent reason for associating together components comes from the definitions alone 
– object components do not change identity until operated on by some other component. Process compo-
nents are responsible for some change. In order to represent within the model which process is affecting 
an object, association of the two is required, and the component that describes it is the relation. However, 
other associations are also possible, such as what has been shown already in defining what a relation is. 

4.2 Defining Qualities of the Components 

The components listed are fine for capturing the main elements making up the structure of the model, 
each conveying some information about the system being described. However, it is likely (necessary in 
some cases) for each of those components to have some sort of parameterization, giving it qualitative and 
quantitative distinction from other similar components, and also granting further definition to the descrip-
tion of the referent system. In the OPR system being presented here, these parameters are referred to as 
defining qualities. Although the defining qualities are described here, with emphasis on their structural 
role in the OPR system, their functional role deserves more exposition. 
 Objects are, as described herein, loci of identity. This matches with the earlier definition given of Ob-
jects as a component of the model that has continued existence. They are the things that can be observed 
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independently within the Model, with identity separate from all other components. Giving them defini-
tion, however, are their Attributes. These give the Objects their qualitative and quantitative distinction 
from other objects. Attributes are defining qualities for Objects, and grant them qualitative and quantita-
tive distinction from other objects. This is directly corroborated by the literature on ontological views of 
domains (Chandrasekaran et al. 1999), and the language of that community in defining what an object is 
(Guarino and Welty 2000). 
 Processes are, as described herein, the descriptions of changes within the model. What is being 
changed by the process is not limited, nor are there other means within the model to address change. The 
defining qualities of processes in the formal method described here are referred to as characteristics. 
These are necessary to identify the behavioral nature of the process, and to distinguish one process from 
another (Sowa 2000). These define for the process what it changes, and the existential definition of when 
the change occurs, and how it takes place. That these distinctions between processes exist, and can be 
captured is shown within (Whitehead 1978). Characteristics are defining qualities for processes, and they 
describe the behavior of the process as well as providing qualitative and quantitative distinction from 
other processes.  
 Relations are the means for associating together components. Although association between compo-
nents may be in effect, there are likely to be conditions to that association, and that is what the defining 
qualities of relations define. This is addressed in the literature on the philosophy of information represen-
tation (Smith and Grenon 2004) and also in the literature of computer science, in how entities are related 
to each other (Codd 1970, 1974), and refined in (Chen 1976). These qualities are specifically granted 
identity in the formal method presented in the dissertation underlying this paper and will be called Rules. 
The literature is clear that processes are affecting other components (Whitehead 1978); to indicate this, 
the relation between the two is necessarily identifiable (Sowa 2000). Rules are the defining qualities for 
relations; they serve to identify the nature of association the relation is making, and to provide qualitative 
and quantitative identity to the relation. 
 It is interesting that while all of the components share the stated feature of objects that they are ex-
pected to retain identity (absent some change brought about by a process component), that the other two 
components (processes and relations) are reliant for their distinguishing definition on the presence of oth-
er components. Frege’s study on the relations (Frege 1892) between a changing quality and the identity it 
affects illustrates the need for this association, and the requirement for a relation component. This is made 
clear in modern literature discussing the representation of a process based system (Haller et al. 2006). A 
relation that does not have defining characteristics identifying its nature within a temporal framework is 
meaningless in a system that exhibits change, as a dynamic system must. 

4.3 Corollary Observations 

Consideration of this brief semi-formal method will show that the three types of components can be com-
bined in order to show a broad variety of systems and their activities. It covers the input, output and con-
tent discussed earlier, but also makes provisions for describing space, time, multiple references for either, 
entities and their behavior/activities within the chosen framework of space and time. It does not address 
the elements of the model captured in (Robinson 2008) defined earlier as describing the character of the 
model – its assumptions, motivation, and operational constraints. These have been addressed in (King and 
Turnitsa 2008), and proven in (King 2009) and have been shown to be outside of the components of a 
model. 
 Corollary 1 The simplest model is one consisting of a single object. 
 A minimal model – one that is only a depiction of a non-changing object – is one that has contents 
consisting of exactly one component – a singleton object. 
 This model does not exhibit any change, either in definition or in time. It is simply a description of an 
object, without reference to or consideration of time and space (each of which require other components 
to be in the model). From the definitional statements earlier, the object would require at least one defining 
quality, which is the attribute known as the identity quality. 
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 Corollary 2 The simplest dynamic Model is one consisting of three components – an object, a Pro-
cess, and a Relation. 
 Time in a model is represented by a set of three related components – an object, a process, and a rela-
tion associating the two of them. Together the three of these components can make up a simple dynamic 
model called “time”. For convenience, we can refer to the object as the “time object”, and the process as 
the “time process”. The relationship can be called the “temporal relation”. Together these three compo-
nents represent a common example of the simplest dynamic model that can exist – one with one of each 
of the components.  
 When the three components of a simple dynamic model are those that are suggested above (the “time 
object”, the “time process”, and the “temporal relation”) then it can be called time model. 
 Corollary 3 A sub-model does not have any definitional relations for any of its components to other 
components outside of the sub-model. 
 If a model has some conception of time as part of it, then it incorporates a time model as a sub-model. 
A sub-model is portion of a model that can be conceived of in isolation from the rest of the model. The 
sub-model cannot have any of its defining qualities have definitional relations to the main model. An ex-
ample of a sub model from the literature would be an atomic DEVS component that is part of a coupled 
DEVS specification (Wainer 2009). A definitional relation is one where the value of the defining quality 
derives from some other defining quality, through a relation. 
 Other components outside the sub-model may be reliant on the sub-model for definition (for example 
– a model that has processes that occur at a certain time, may have a relationship between those processes 
and the time Sub-model), but not the other way. 
 Corollary 4 The existence of types and instances of components are so indicated by a type-instance 
relation between the type component, and any instance components.  
 Although each component is a non-empty set of one or more defining qualities, and each defining 
quality may have an associated value, the value does not have to be a singleton value. It can be a range, or 
a set or some other numeric construct. This allows for components that are types for other components to 
exist. A component that is an instance of another component (which itself is a type component) has all de-
fining qualities that the type component has. It may have additional defining qualities, or it may have sep-
arate values for its defining qualities, but in some way it differs from the type component. Corresponding-
ly, sibling components, that is, components that are all instances of the same type component, will all 
have some difference from each other, whether it is additional defining qualities, or simply different val-
ues for the same set of defining qualities, or some combination of these two. The relation component can 
be used to associate components that share a type-instance relation. This would be a member-of relation. 

There are additional corollaries presented in (Turnitsa 2012), and those as well as these presented 
here, are described in more formal manner there, with specific representation of the various axioms that 
define the components and their defining qualities. These are presented here, as an indication of the sorts 
of implications that arise from the simple axioms that are seen to be part of conceptual modeling tech-
niques. Furthermore, a strict formalization of the OPR concepts is part of Turnitsa 2012) as well, although 
it needs to be pointed out that the symbolic manipulation for inferring theories has not been part of the 
studies and remains an important topic of future evaluations.  

5 APPLICABILITY OF OPR 

The fact that there are identifiable components common to modeling techniques from different domains, 
and that some formal rules concerning the composition and interplay of those components can be identi-
fied is an interesting research topic. Further, that those components and the axioms governing their co-
existence can be put to use to describe conceptual modeling techniques is yet more interesting. All of this 
has been presented, and is distilled in the preceding sections, from (Turnitsa 2012). However, in order to 
see if this method of description and definition is useful, several cases are described here where it may be 
put to good use by the modeling and simulation professional. 
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5.1 Comparison of Models - Dynamic Characteristics 

The separate treatment of model processes by the OPR approach, allows for the specific recognition of 
the methods within modeling techniques that are there to represent the dynamic behavior within a system. 
That this is necessary, and possible, is shown within (Turnitsa 2012). There, by relying on the basic defi-
nition of processes and their characteristics (the defining qualities of the process component), as well as 
the specific characteristics discovered by both survey and analysis of the literature, it is shown that in cas-
es where there is a sufficiently dynamic component to a system being modeled, it is likely that by only 
treating the model as a series of finite states of object representations, without describing the dynamic 
components that introduce and define the changes between states, that it is quite possible to actually lack 
(or mis-represent) information concerning they system within such a model. Therefore, in order to avoid 
that lack of information (or mis-representation) it is necessary to have a description of the dynamic ele-
ment. When possible, this should be done with the native elements of the modeling technique being em-
ployed, however in other cases, or if the technique proves insufficient, then adaptation of new technique 
or extension of existing technique can be accomplished by referring to the OPR definition of processes 
and their characteristics. 

5.2 Comparison of Modeling Techniques – Capabilities 

By relying on, and using, a common meta-language to describe modeling techniques (and even specific 
models) it is possible to rely on such a language to compare specific capabilities of techniques one to an-
other, and specific composition of models, one to another. Because the OPR method relies on a meta lan-
guage, and formal descriptions of its own symbols (components and defining qualities), as well as opera-
tions for combining those symbols into statements (relations) and to alter the defining composition of one 
or more components into something new, all the basic requirements for a model to be treated as the sub-
ject of a formal method are in place.  

5.3 Comparisons of Models from Different Techniques – Multi-Model Representation 

In addition to having a neutral way to describe the components of a modeling technique, or the function 
of elements in a model, it is also useful to have a meta language (the OPR method) to describe the interac-
tion between different models (or sub models) in a multi-model solution. In such a case, it is possible that 
the different models (or sub models) would be of different modeling technique types, and so to under-
stand the interaction between them, a meta language is required that can take into account the composi-
tion and behavior of each of the existing modeling technique types.  

6 CONCLUSION 

The application of process philosophical ideas to conceptual modeling is not only possible, it can be bene-
ficial as well, as a process oriented viewpoint allows to express different things than a state-oriented 
viewpoint. The formal method that has been derived by Turnitsa (2012) suggest what is possible in repre-
sentation within a modeling technique, so that once the method is used to describe a technique, it should 
be able to suggest in specific ways how that technique could be modified, or extended, in order to make it 
capable of representing more about a system. 
 The development of the OPR formal method into its own modeling technique is a possibility as well. 
Without developing OPR into a formal method, however, future work will most likely be accomplished 
by using the method to evaluate, and express in the neutral terms it can deliver, explorations of any num-
ber of modeling techniques, and presenting these in the literature. In addition, with the application of 
specificity to the defining qualities of the components of the formal method, it should also be possible to 
use it to evaluate not only conceptual modeling techniques, but also specific conceptual models them-
selves. The implications and potential uses of such an application await future exploration. 
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The objective of this work was not to attack or criticize existing methods but to show how new find-

ings can be used to enrich and complete them to allow for alternative approaches that may be of ad-
vantage in several domain that struggle with traditional approaches. As exemplified by Styhre (2002) for 
strategic management challenges, some problems that are hard to express otherwise can be communicated 
using a process-driven view. Process philosophical methodologies should therefore be included into the 
research agenda of M&S methods and be considered as a valuable viewpoint for conceptual modeling. 
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