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ABSTRACT 

In this paper, we consider flow shop scheduling problems for jobs with time constraints between consecu-
tive process steps. We start by analyzing different types of time constraints that arise in semiconductor 
wafer fabrication facilities. A simple heuristic that sequentially schedules the jobs in a list scheduling 
manner is proposed. Moreover, a decomposition approach based on mixed integer programming is devel-
oped. The two approaches are compared by means of randomly generated problem instances. 

1 INTRODUCTION 

Semiconductor wafer fabrication facilities (wafer fabs) can be modeled as complex job shops that have a 
large number of machines, different products with routes including several hundred operations, sequence-
dependent setup times, reentrant process flows, and a mix of different processes including single wafer 
processing and batch processing. A batch is defined as a collection of jobs that have to be processed at the 
same time on one machine (Mönch et al. 2011). Frequent disturbances caused by machine breakdowns 
are also typical for wafer fabs.  

Time constraints between consecutive process steps are another important class of constraints. For 
example, there is often a time constraint between operations in the etch work area and oxida-
tion/deposition/diffusion work area (Scholl and Domaschke 2000). Time windows are installed by pro-
cess engineering department to respect these time constraints. This is important to prevent native oxida-
tion and contamination effects on the wafer surface. More than two consecutive process steps might be 
involved, and the time constraints might be nested. Jobs with a violation of the recommended time win-
dows have to be scrapped. Rework is often not allowed.  

Scheduling is a desirable technique in an environment as found in wafer fabs. However, dispatching 
is still the dominating production control technique in most wafer fabs. The problem of scheduling jobs 
with time constraints for flow shops and job shops with regular objectives is recently tackled by some re-
searchers in the academic scheduling community. However, little is known for scheduling problems 
found in wafer fabs with reentrant flows and complex nested time constraints (Mönch et al. 2011). In this 
paper, we make a first attempt on modeling scheduling problems with time constraints found in wafer 
fabs. Furthermore, we propose two heuristics to solve a simplified version of the general scheduling prob-
lem with time constraints. Lots in semiconductor manufacturing are denoted as jobs throughout the rest of 
the paper to go conform with the scheduling literature. 

The paper is organized as follows. The problem setting is described in Section 2 and different classes 
of time constraints are identified. A mixed integer program (MIP) is proposed for the researched problem. 
In addition, related literature is discussed in this section. The proposed solution approaches including a 
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simple list scheduling heuristic and a MIP-based decomposition heuristic are discussed in Section 3. The 
results of computational experiments are presented in Section 4.  

2 PROBLEM FORMULATION 

2.1 Time Constrains and Scheduling Problem 

We start by describing the different classes of time constraints found in wafer fabs. A time constraint tjrs  
holds for two process steps Ojr and Ojs with r < s of the same job Ji from product j if we have for the start 
times of the process steps sis   sir + tjrs, i.e., a time constraints is a maximum delay between the start times 
that is allowed to avoid oxidation and contamination effects of the wafers. Note that our notion of time 
constraints corresponds for s = r + 1 to positive time lags in the scheduling literature. Negative time lags 
are used in the scheduling literature to model a minimal delay between the start of two consecutive opera-
tions, e.g. for transportation times. In contrast to the scheduling literature, the time constraints found in 
wafer fabs are not necessary between immediately consecutive, i.e. adjacent, process steps. Five different 
classes can be distinguished for time constrains for a given product. 

 
1. The first class consists of time constraints between two immediately consecutive process steps, i.e., 

we have 1 rs  for the indices of the two process steps. 
2. The second class allows time constraints between two process steps that are consecutive, but they are 

not adjacent in the product route. Hence, in contrast to the first class, we have .1 sr   
3. The third class is given by time constraints that belong to the first and the second class. Note that for 

two different tjrs  and tjkl  from this class with kr   we have lksr  11 , i.e., an overlapping 
of time constraints does not occur. 

4. The latter condition from the third class is not fulfilled in the fourth class. Here, an overlapping ex-
plicitly takes place, i.e., we have ),min( slkr   for any two time constraints tjrs and tjkl with kr  . 

5. Finally, the fifth class contains all the time constraints from the third and the fourth class. 
 
Note that only the first class among the different classes is treated in the machine scheduling literature 
(see Subsection 2.2). The five classes are depicted in Figure 1. In this paper, we consider only the third 
and fourth class for flexible flow shops for the sake of simplicity.  

The following notation will be used though the rest of the paper to formulate the scheduling problems 
and the solution schemes. 
 
1. The jobs belongs to different products. Each product is represented by its route.  
2. There exist f products. Rj  represents the route of product j, j = 1,…, f. 
3. Each route consists of m operations (m > 1). Ojo is the o-th operation of route j, j = 1,…, f, o =1,…,m. 

Therefore, totally we have m  operations for each product.  
4. There exist m different stages in the flow shop. Each stage has a work center Wo, o = 1,…,m that 

consists of mo identical parallel machines. 
5. Mol is the l-th machine of oW ,o = 1,…,m, l =1,…, mo. 
6. Each operation Ojo has to be performed on one of the machines of work center Wo. 
7. There are n jobs to be scheduled. Ji represents the i-th job. 
8. The product of Ji is represented by  if .  
9. The processing time pjo of each job of product j is assumed to be the same on all machines of work 

center Wo, i.e., the machines of the work center are identical. 
10. The constraint tjop  is the maximum amount of time between the start of operation Ojo and the start of 

Ojq for q > o. If we do not have any time constraint between two operations Ojo and Ojp, we set tjop 
: . The set of all existing time constraints for all the products is denoted by 
  mpopojT  1|,,: . In some situations, there might be initial time constraints for jobs as a 
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result of operations started before the begin of the scheduling horizon. Such a time constraint for op-
eration Ojp of job i  is denoted by tip where  ifj  . The corresponding set of all initial time con-
straints is given by     mppiT i  1|,: . 

11. The release date of job Ji is ri. 
12. The due date of job Ji  is denoted as di. 
13. The completion time of Ji is denoted by Ci. 
14. The tardiness of Ji is given by Ti= (Ci - di )

+, where x+ := max(x,0). 
15. Each machine is a single resource. Machine preemptions are not allowed. 
 

 

Figure 1: Classes of time constraints found in wafer fabs 

 
Using the three-field notation from scheduling theory, the researched scheduling problem is given by  
 
            TTttrFF jopipi |,,| ,          (1) 

 
where the notation FF  is used for flexible flow shops and the performance measure total tardiness (TT) 
is given by  

            



n

i
iTTT

1

:  .          (2) 

Scheduling problem (1) is NP-hard because the special case when time constraints do not occur, i.e., 
when we have jopt  for all products and all pairs of operations, is already NP-hard.  
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2.2 MIP Formulation 

The proposed MIP is similar to the MIP formulations found in Klemmt (2012). The following decision 
variables are used within our formulation: 

 IRios  : starting time of job Ji in operation o (i = 1,…, n, o = 1,…, m) 

 1,0igox  : 1 if operation o of job Ji is scheduled before operation o of job Jg, 0 otherwise (i,g = 1,…, n,  

     o = 1,…, m, i<g ) 
 1,0iolw  : 1 if operation o of job Ji is scheduled on machine l (i = 1,…, n, o = 1,…, m, l = 1,…, mo), 

  0 otherwise  

 IRiC  : completion time of job Ji (i = 1,…, n) 

 IRiT  : tardiness of job Ji (i = 1,…, n). 
 
The parameter rol defines the availability time of machine Mol. K is a very large positive number. The re-
maining parameters have been already introduced in Subsection 2.1. Now the MIP model for scheduling 
problem (1) can be formulated as follows: 

 


n

i
iT

1

min  (3) 

subject to 
                                                                       nidTC iii ,,1,   (4) 

                            ifjmoniCps ijoio  ,,,1,,,1,   (5) 

                                  oiooliol mlmonisrw ,,1,,,1,,,1,    (6) 

                                                                        nisr ii ,,1,1   (7) 

                                                                moniw
om

l
iol ,,1,,,1,1

1

 


 (8) 

           ifjmonisps oijoio   ,1,,1,,,1,1,     (9) 

             gfjngimlmoswpsxwK oiogoljogoigoiol  ,1,,,1,,,1,1       (10) 

                        ifjngimlmoswpsxwK ogoioljoioigogol  ,1,,,1,,,1,2     (11) 

                                              ifjniTqojtpss
q

ok
ioqjkioiq  





,,,1,,,,
1

           (12) 

                                                         .,,1,,, niTpits i
ipip                          (13) 

 
The objective (3) is the TT performance measure. The constraint sets (4) and (5) restrict the objective 
function (3). The equation sets (6) and (7) ensure that each job can only be processed if the machine is 
available and the job is ready, respectively. Constraints (8) enforce that each job is processed in each 
stage on exactly one machine. The serial processing restrictions are given by equation set (9). The ine-
qualities (10) and (11) are disjunctive constraints regarding the machine capacity (single resources). Con-
straint set (12) enforces the time constraints for the consecutive process steps. Finally, the constraints (13) 
make sure that the initial time constraints for starting times of process steps are fulfilled. It is interesting 
to see that the MIP formulation takes into account the nested time constraints in a rather elegant manner. 

Because of the NP-hardness of problem (1), it has been computationally shown by some preliminary 
experimentation that even state of the art MIP solver can only solve problem instances up to 15 jobs and 
15 machines to optimality in a reasonable amount of time. Consequently, we have to look for efficient 
heuristics to solve medium- and large-size problem instances. 
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2.3 Related Literature 

There are only a few papers that address time constraints between consecutive process steps in wafer fabs. 
Robinson (1998) uses queueing theory to predict the reprocessing probability when lots exceed the time 
constraint. Time constraints between wet etch and furnace operations are discussed by Scholl and Do-
maschke (2000). A Kanban-type mechanism is proposed to form and start batches on the wet etch bench. 
In addition, the situation of time constrains between two consecutive process steps including a batching 
operation is discussed by Choung et al. (2000) using constraint programming, by Mason et al. (2007) pro-
posing an appropriate genetic algorithm, and by Yurtsever et al. (2009) using problem-specific iterative 
heuristics. 

It turns out that time constraints, called time lags, are quite often considered in resource constraint 
project scheduling (see, for example, Dorndorf et al. 2000 and Schwindt and Trautmann 2000). General 
time constraints similar to our setting are discussed in these papers.  

There are only a few publications in the machine scheduling literature that deal with time constraints 
between consecutive operations. Depper and Portmann (2006) present a dispatching rule-based construc-
tion algorithm coupled with a cluster decomposition method to come up with feasible schedules in a job 
shop environment with makespan objective. Fondrevelle et al. (2008) study permutation flow shop sched-
uling problems where maximum time lags between immediately consecutive operations occur. The total 
completion time criterion is considered. A heuristic based on dispatching rules and a branch-and-bound 
procedure are proposed.  

A job shop scheduling problem with makespan objective and minimal and maximal time lags be-
tween immediately consecutive process steps is discussed by Caumond et al. (2008). A memetic algo-
rithm that works on a disjunctive graph representation is proposed. Finally, constraint programming ap-
proaches for a somewhat similar problem are presented by Grimes and Hebrard (2010). Wang and Li 
(2009) propose several heuristics for a two-machine flow shop with limited waiting time constraints for a 
makespan objective. 

To the best of our knowledge, nested time constraints have not been discussed in the machine sched-
uling literature so far, neither in a flow or a job shop setting with the rare exception of Depper and Port-
man (2006). Furthermore, it seems that most of the process conditions found in wafer fabs like batching 
or reentrant flows are not considered in these academically motivated papers. 

3 SOLUTION APPROACHES 

3.1 List Scheduling 

This approach is motivated by dispatching rule-based approaches for resource-constrained project sched-
uling problems. A feasible schedule is constructed step by step by scheduling all the operations of a single 
job. When infeasibility occurs with respect to the time constraints then the affected operations are right-
shifted. The scheme can be summarized as follows: 
 
1. Initialization step: Sort the jobs in non-decreasing order with respect to their due dates, i.e. in earliest 

due date (EDD) order. Discretize the time axis by .,2,1 t  
2. Schedule the first job in EDD order taking the time constraints into account. 
3. Repeat for ni ,,2   
  a) Repeat for all stages 

b) Determine the machine with the smallest availability time for the current stage. If the current  
    process step can be started without time constraint violation then schedule it and go to a).  
c) Otherwise, do a right shift of the starting time of the earlier process step that contributes to the  
    time constraint by increasing it by one and try to schedule the process steps taking other time  
    constraints into account until the current one that leads to the infeasibility. 
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This class of schedules is called canonical by Caumond et al. (2008). We denote the list scheduling by LS 
for abbreviation. 

3.2 Decomposition Approach 

This approach is an extension of the list scheduling procedure described in Subsection 3.1. Here, a feasi-
ble schedule is constructed in a step by step manner by scheduling all operations of a set of jobs in a sin-
gle iteration. The feasibility of the partial schedule is ensured by solving the MIP model described in Sub-
section 2.2. In this model, the primary driver for complexity is the size of n and consequently the number 
of variables xigo and the number of disjunctive constraints (10) and (11). The motivation of a decomposi-
tion approach is based on the reduction of n by iteratively solving subproblems with a maximal job size of 
n . For the repeated solution of the MIP subproblems, objective function (3) is replaced by 

 .
1 11

 


n

i

m

o
io

n

i
i sTK   (14) 

 
The advantage of objective function (14) is that jobs without tardiness or the same tardiness cost are addi-
tionally shifted to the left. This leads to smaller values of rol. The scheme can be summarized as follows: 
 
1. Initialization step: Sort the jobs in non-decreasing order with respect to their due dates, i.e. in earliest 

due date (EDD) order. Set rol = 0 (o = 1,…, m, l = 1,…, mo). Set :S , where S  is the set of al-
ready scheduled jobs and initialize the set L  of unscheduled jobs, denoted by  nL ,,1:  . 

2. Repeat for the job set I  that contains the first  nL ,min  unscheduled jobs in EDD order  

a) Schedule job set I using the MIP model (4) to (13) for objective function (14).  
b) Update rol as follows: 

 
,,,1,,,1,) machineon  processed is,|max( ojoiool mlmoliIipsr           (15)  

 
where sio is obtained from the MIP. 

c) Update the set of scheduled jobs by ILL :  and the set of already scheduled jobs by 
ISS : , respectively. 

 
Note that this decomposition approach allows for solving problem instances including more than 100 ma-
chines, more than 20 stages, nested time constraints, and a large number of jobs in near-to real time when 

6n  is chosen. It can be used for all the classes of time constraints described in Subsection 2.1. We use 
the abbreviation MIP( n ) when n  jobs are used for a subproblem.  

4 COMPUTATIONAL RESULTS 

4.1 Design of Experiments 

We are interested in assessing the performance of the two heuristics by solving randomly generated prob-
lem instances. It is expected that the performance of the heuristics depend on the number of jobs, the 
number of stages, the number of machines parallel in each stage, the ready time and due date setting, and 
finally the time constraint class and the tightness of the time constraints. 

A time constraint flow factor TF controls this tightness, i.e., we set the length of a time constraint ac-
cording to 

           





1

:
p

ok
jkFjop pTt .                 (16) 
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The ready times of the jobs are chosen as follows. While 25% of the jobs are initially ready, the remain-
ing jobs are uniformly distributed over the interval [0, 0.75u] where  

 

                                                                      

















 

fm

np
u

o

f

j jo

o
1

max                                                              (17) 

 
is the utilization of the bottleneck stage. The due dates are generated based on the ready dates in a stand-
ard manner using a flow factor to control their tightness. 

We consider two scenarios for the time constraints. The first scenario is related to the third class and 
contains subsequent blocks of time constraints. The number of time constraints nt  is selected according to 
DU[5,15]. In a next step, 2nt process steps from the route Rj  are arbitrarily chosen in such a way that se-
lecting the same process step two times is possible. All selected process steps are sorted in ascending or-
der with respect to o. Now the time constraints tjoq of two consecutive process steps Ojo and Ojq with q > o 
are defined in a pairwise manner where time constraints of type tjoo are ignored. 

The second scenario contains a subset of the time constraints from the fourth class. Here, we consider  
single-overlapping time constraints. A maximal number nt ~ DU[5,15] of time constraints is determined in 
a first step for each product. Then, a process step Ojo with o < m – 5 is arbitrarily chosen. A time con-
straint tjoq between two operations Ojo and Ojq for q = o+l, l~DU[3,6] is defined. Now a process step Ojo is 
determined in such a way that it only lies in the time interval that corresponds to the last time constraint. 
This procedure is repeated until nt is reached or q > m holds. Ojq is then generated as for the first pair of 
process steps with the only difference that it is not located in the interval that corresponds to the last time 
constraint. The resultant design of experiments is summarized in Table 1. 

Table 1: Design of Experiments 

Factor Level Count 

number of products 5, 10 2 

number of work centers 10 1 

number of machines per work centers m0 ~ DU[2,4] 1 

processing times pjo ~ DU[10,25] 1 

time constraint scenario 1,2 (class 3,4) 2 

time constraint flow factor 1.5, 3 2 

number of jobs per route 10 1 

release date ri ~ U[0, 0.75u] 1 

due date   


m

o oifii prd
1

2:  1 

 number of independent problem instances per 
factor combination 

5 

 total number of problem instances 40 

4.2 Results  

We present computational results for the 40 problem instances in Table 2. Here, we use the decomposi-
tion approach for  6,5,4,3:n . The corresponding maximum computing times per subproblem is five se-

conds for 5n  and 30 seconds for 6n . We show the TT values for the corresponding heuristic rela-
tive to the best TT value among the five schemes for each problem instance. Note that LS requires less 
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than 0.5 seconds for a single problem instance. The MIP solver IBM ILOG CPLEX 12.4 is used on a 
Quad core (2.6GHz) computer with 4 GB RAM. The smallest TT value for each problem instance is 
marked as bold. 

Table 2: Computational Results 

Instance Scenario n  FT LS MIP(3) MIP(4) MIP(5) MIP(6) 

1 1 50 1.5 1.000 1.000 1.000 1.000 1.000 
2 1 50 1.5 1.000 1.000 1.000 1.000 1.000 
3 1 50 1.5 1.000 1.000 1.000 1.000 1.000 
4 1 50 1.5 1.000 3.000 11.000 11.000 9.000 
5 1 50 1.5 1.000 1.000 1.000 1.000 1.000 
6 1 50 3.0 1.000 1.000 1.000 1.000 1.000 
7 1 50 3.0 2.742 1.318 1.000 1.288 1.136 
8 1 50 3.0 2.081 1.811 1.108 1.000 1.270 
9 1 50 3.0 3.040 1.840 1.000 1.600 1.200 
10 1 50 3.0 2.000 1.000 1.000 1.000 1.000 
11 1 100 1.5 1.231 1.196 1.081 1.014 1.000 
12 1 100 1.5 1.000 1.000 1.000 1.000 1.000 
13 1 100 1.5 1.327 1.091 1.070 1.002 1.000 
14 1 100 1.5 1.201 1.113 1.078 1.022 1.000 
15 1 100 1.5 1.395 1.044 1.052 1.084 1.000 
16 1 100 3.0 1.214 1.112 1.197 1.109 1.000 
17 1 100 3.0 1.188 1.094 1.165 1.102 1.000 
18 1 100 3.0 1.192 1.064 1.087 1.023 1.000 
19 1 100 3.0 1.305 1.116 1.098 1.057 1.000 
20 1 100 3.0 1.130 1.038 1.041 1.013 1.000 
21 2 50 1.5 1.000 1.000 1.000 1.000 1.000 
22 2 50 1.5 1.000 1.000 1.000 1.000 1.000 
23 2 50 1.5 1.000 1.000 1.000 1.000 1.000 
24 2 50 1.5 1.000 1.000 1.000 1.000 1.000 
25 2 50 1.5 1.000 1.000 1.000 1.000 1.000 
26 2 50 3.0 1.000 1.000 1.000 1.000 1.000 
27 2 50 3.0 1.053 3.684 1.474 1.000 1.211 
28 2 50 3.0 1.000 1.000 1.000 1.000 1.000 
29 2 50 3.0 1.000 1.000 1.000 1.000 1.000 
30 2 50 3.0 1.000 1.000 1.000 1.000 1.000 
31 2 100 1.5 1.181 1.146 1.009 1.000 1.001 
32 2 100 1.5 1.141 1.115 1.322 1.000 1.121 
33 2 100 1.5 1.120 1.077 1.003 1.024 1.000 
34 2 100 1.5 1.182 1.040 1.025 1.003 1.000 
35 2 100 1.5 1.121 1.099 1.078 1.048 1.000 
36 2 100 3.0 1.083 1.019 1.010 1.018 1.000 
37 2 100 3.0 1.138 1.043 1.044 1.019 1.000 
38 2 100 3.0 1.248 1.113 1.061 1.022 1.000 
39 2 100 3.0 1.282 1.103 1.088 1.190 1.000 
40 2 100 3.0 1.177 1.009 1.027 1.103 1.000 
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We can see from Table 2 that for the majority of problem instances LS has the worst performance. For 
100 jobs, typically MIP(6) performs best. It seems that in this situation the larger value of n  and the larg-
er maximum computing time of 8.5 minutes per problem instance is beneficial. But even MIP(5) with a 
maximum computing time of 100 seconds performs very well. It seems that scenario 2 is harder to solve 
as scenario 1 because in this case the difference in TT between LS and the best performing MIP approach 
is smaller as for scenario 1. For some instances with 50 jobs, MIP(6) is outperformed by MIP (5). Overall 
we conclude that the decomposition approach is an efficient heuristic for problem (1). 

5 CONCLUSIONS AND FUTURE RESEARCH 

In this paper, we discussed scheduling problems with time constraints as typically can be found in wafer 
fabs. We started by classifying the different types of time constraints found in wafer fabs. Then, we stud-
ied a simplified version of this problem, basically a flexible flow shop scheduling problem with time con-
straints. A list scheduling heuristic and a decomposition approach based on an MIP formulation is pro-
posed. It turned that the MIP-based heuristic outperforms the simple heuristics.  

There are different directions for future research. First of all, we are interested in proposing efficient 
heuristics for all the different classes of nested time constrains discussed in Subsection 2.1. Furthermore, 
several improvements of the proposed list-based scheduling heuristic seem to be possible. For example, 
instead of a job-based list scheduling approach as proposed in the present paper, we expect that it is pos-
sible to work with a stage-based list scheduling approach. We also think that constraint programming ap-
proaches similar to Grimes and Hebrard (2010) are useful for this class of scheduling problems. Finally, 
we believe that it is worth to extend the present heuristics to the case of flexible job shops with reentrant 
process flows.  
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