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Reproducible research

HAVE YOU FAILED TO REPRODUCE
AN EXPERIMENT?

Most scientists have experienced failure to reproduce results.
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https://www.nature.com/news/1-500-scientists-lift-the-lid-on-
reproducibility-1.19970

Example workflow
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This REANA reproducible analysis example
studies the Higgs-to-four-lepton decay channel
that led to the Higgs boson experimental
discovery in 2012. The example uses CMS open
data taken in 2011 and 2012.

https://github.com/reanahub/reana-demo-cms-h4l|

reana

www.reana.lo
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REANA approach

Analysis

Structured Analysis

?2 @
1. Input data? @ ceph version: 0.3.0

2. User code?

$ reana-client

3. Compute environment? F '"fﬁg;s
4. Workflow steps? g v ) dee/mycode.py
\J - data/input.cvs
parameters:

myparameter: myvalue:

workflow:
type: serial
specification:
steps:

- environment: 'centos?’
commands:
- python code/mycode.py
--par "${myparameter}"
outputs:

........................................
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files:
- results/greetings.txt
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Extending REANA with

REANA Cluster

$ condor submit

¢ S.Scondor g %

$ condor_transfer _data

HTCondor compute
backend

Workflow: Job
engine :controller

Kubernetes HTCondor

Abstracting job submission
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kubernetes

The typical interaction between the
REANA-Job-Controller component and the remote
HTCondor computing backend involves three steps:

1. Job submission + transfering input files.
2. Job monitoring
3. Transferring back output files.

Validation

The designed solution was prototyped in the REANA

plattorm wusing the CERN HTCondor cluster.
When a user specifies that a certain workflow job
s to Dbe run on the HTCondor backend, the
REANA-Job-Controller container takes care of job

The REANA  platform  submits JobManager
analysis workflow steps through the s
Job-Controller component which takes fo dict
Inputs, container image, and + workflow_uuid: str
commands to run to perform the ik biingdeal
workflow step tasks. The job Igée;(t)neo
controller component then launches + get_status()

+ get_logs()
+ execution_hook()

the job using the Kubernetes Job API.

parameter translation for the targeted compute
backend. The developed prototype was tested by
means of running several particle physics model
analyses. The configurable level of "map-reduce”
operations in the DAG workflow graph allows to
further study the scalability of the solution.

We have taken existing ey i
REANA-Job-Controller REST APl and + _update_job_status{)
extended the design to support /\
arbitrary compute backend such as

HTCondor for

h | g h _th rou g h p ut KubernetesJobManager HTCondorJobManager

computing or Slurm for

+ docker_image: str + docker_image: str

high-performance +cmd: str +cmd: str
. + env_vars: dict + env_vars: dict
computing. The + job_id: str + job_id: str
- + workflow_uuid: str + workflow_uuid: str
d bStra ction reg d rd S + job_name: str + job_name: str
jOb sSu bm | S SiOﬂ 3 nd + compute_backend: str + compute_backend: str

+ cvmfs_mounts: str

+ shared_file_syste: bool

execution, job status
monitoring, and the
iInput/output data
transfer amongst

+ execute()

+ stop()

+ authenticate()

+ spool_output()

+ get_logs()

+ find_job_in_history()
+ _submit()

+ execute()
+ stopl()
+ _add_shared_volume()

supported backends. + o nohéddl
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We have furthermore integrated
REANA with the Virtual Clusters
for Community Computation (VC3)
environment. We have developed

SlurmJobManager

+ docker_image: str Ansible templates allowing
+ cmd: str : -

+ env_vars: dict individual users to deploy the
job_id: ;
e i personal REANA system in a

+ job_name: str
+ compute_backend: str

VC3 environment. The deployment
benefits from integration with a
range of high-throughput
computing backend that the VC3
environment natively supports. Our
design was thus validated by
means of two independent
deployment scenarios.
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+ stop()
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