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ABSTRACT This study is devoted to exploring the strategy of automatic sketch generation and optimization of 
industrial design based on deep learning. By combining the Generative Adversarial Network (GAN) with the 
optimization algorithm, this paper proposes an innovative method to realize the automatic generation of high-
quality and diverse industrial design sketches. In the experiment, this paper selects SketchyCAD and other 
public data sets, trains them through deep learning model, and introduces genetic algorithm(GA) and differential 
evolution algorithm to optimize the parameters. In terms of experimental results, we observed that the quality 
of generated sketches was significantly improved, and the design sketches generated by the mode (GAN+GA) 
were more realistic and innovative. The introduction of optimization strategy further improves the generation 
effect and intelligently adjusts the model parameters to adapt to different design styles. In this paper, the 
influence of hyperparameter tuning is analyzed in detail, and it is found that the adjustment of learning rate plays 
a key role in generating quality and diversity. However, the experiment also revealed some challenges and room 
for improvement. We noticed that the generated results may have the risk of over-fitting in the training process, 
and with the increase of training times, the diversity gradually decreased. This suggests that more complex 
model structure and richer data sets are needed to improve the generalization performance. Generally speaking, 
this study provides new ideas and methods for the integration of deep learning and industrial design. By 
innovatively combining generation model and optimization algorithm, this research has contributed beneficial 
research results to the development of industrial design automation. This research is of great significance to 
promote the intelligence and innovation in the field of industrial design. 

KEY WORDS: deep learning; sketch generation; optimization strategy; industrial design; Generative adversarial 
network; genetic algorithm

Ⅰ. INTRODUCTION 
With the continuous progress of science and technology and 
the continuous development of industrial design field, 
designers are facing more and more complex and diverse 
design requirements while pursuing innovation and efficiency 

[1]. In industrial design, sketch is one of the key steps in the 
design process, which carries the designer's initial conception 
of product concept and form. The traditional sketch generation 
depends on the designer's experience and creativity. However, 
with the increase of product complexity and time pressure, the 
traditional manual sketch method gradually shows its 
limitations. 

In order to solve this problem, deep learning technology has 
been widely used in the field of industrial design. Deep 
learning model can automatically generate sketches by 
learning a large number of design data and patterns [2-3]. This 
not only provides designers with faster and more efficient 

design tools, but also provides new possibilities for innovation 
in the design process. However, the current application of deep 
learning in industrial design still faces some challenges, such 
as the unstable quality of the generated results and the 
difficulty in meeting specific design requirements [4]. 

The purpose of this paper is to discuss the automatic sketch 
generation of industrial design based on deep learning, and put 
forward corresponding strategies for the optimization of the 
generated results. First of all, this study will review the current 
research status of deep learning in industrial design, and 
analyze its advantages and disadvantages. Secondly, this paper 
will introduce the basic principle of design automation and 
deeply study the application of deep learning in sketch 
generation. Subsequently, a strategy combining generation 
model and optimization algorithm will be proposed to improve 
the quality and adaptability of generated sketches. Finally, 
through experimental verification and case analysis, we will 
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evaluate the effectiveness and feasibility of the proposed 
strategy. 

Through the research of this paper, this study aims to 
provide a more intelligent and efficient sketch generation 
method for the field of industrial design, and provide 
beneficial enlightenment for the application of deep learning 
in design optimization. This will help to promote 
technological innovation and optimization of design process 
in the field of industrial design, and provide a solid theoretical 
and practical foundation for future intelligent manufacturing 
and product design. 

Ⅱ. RELATED WORK 
In recent years, deep learning technology has been widely 
used in the field of industrial design, providing designers with 
more efficient and innovative tools. The application of deep 
learning in the field of industrial design shows an increasing 
trend, which provides designers with more powerful tools and 
technologies to improve the product design process [5-6]. 

Early research focused on using convolutional neural 
network (CNN) to generate sketches in industrial design. For 
example, Hematillake, D and others put forward an automatic 
sketch generation method based on CNN. By learning a large 
number of design samples, the model can generate a 
preliminary sketch that conforms to the design semantics [7]. 
However, there is still room for improvement in details and 
diversity of these methods. The introduction of Generative 
Adversarial Network (GAN) has made remarkable progress in 
sketch generation. Yang, Y and others designed a model based 
on conditional GAN [8], which improved the accuracy and 
diversity of generated sketches by introducing design context 
information. This provides a more flexible solution for the 
sketch generation task, and makes the generated results more 
in line with the designer's expectations. 

Deep learning plays a key role in sketch generation. The 
research shows that [9-10], the model based on recurrent neural 
network (RNN) and GAN can generate more creative sketches 
that meet the design objectives from users' brief input. This 
technology accelerates the conceptual design stage and 
provides designers with more sources of inspiration. The 
application of deep learning in product shape optimization has 
also attracted much attention [11]. 

By using CNN to analyze the structure and performance of 
products, designers can optimize the shape more effectively 
and improve the functionality and performance of products [12-

13]. Deep learning technology is widely used in intelligent user 
interface design, providing users with personalized product 
experience by analyzing user behavior and feedback [14]. This 
personalized design helps to improve the user satisfaction and 
ease of use of products. Deep learning has also made 
remarkable achievements in product shape optimization. Naji, 
H and others realized the intelligent optimization of product 
shape by learning the shape information in design samples by 
using deep learning technology [15]. This provides designers 
with more creative and practical design tools. 

Deep learning is also widely used in material selection and 
durability analysis. Zhu, B and others put forward a material 
identification method based on deep learning [16], which 
intelligently recommends suitable materials by analyzing 
material properties and design requirements. At the same time, 
deep learning can also be simulated in durability analysis, 
providing more comprehensive reference information for the 
design stage. 

This study makes significant contributions to the field of 
industrial design by proposing a novel approach to automatic 
sketch generation optimized through deep learning techniques. 
The integration of the GAN with optimization algorithms such 
as GA and differential evolution demonstrates a substantial 
advancement in the generation of high-quality and diverse 
design sketches. Not only does this enhance the efficiency and 
creativity of the design process, but it also paves the way for 
more intelligent and adaptive design systems. The detailed 
analysis of hyperparameter tuning, particularly the learning 
rate, offers valuable insights into the fine-tuning of deep 
learning models for design tasks. While acknowledging the 
challenges of overfitting and the need for more complex 
models and diverse datasets, this research nonetheless 
represents a substantial step forward in bridging the gap 
between deep learning and industrial design, laying the 
foundation for future innovations in this rapidly evolving field. 

Ⅲ. RESEARCH METHOD 
A Overview of deep learning model 

Deep learning is a branch of machine learning, and its core 
idea is to simulate the structure and learning style of human 
brain through multi-layer neural network, so as to realize the 
learning and abstraction of complex data. Deep learning 
models are the key tools to achieve this goal. They are 
composed of multi-layer neural networks and have strong 
learning and presentation capabilities. The basic components 
of deep learning model include input layer, hidden layer and 
output layer. Each layer consists of neurons (or nodes), which 
are connected with each other by connection weights. The 
input layer receives the original data, the hidden layer learns 
the features in the data, and the output layer produces the final 
prediction or classification results. 

A Feedforward Neural Network (FNN) serves as a 
fundamental model in neural networks, featuring 
unidirectional information flow from the input layer, through 
the intermediate layer, to the output layer, devoid of any cyclic 
connections. Comprising three essential layers—input, hidden, 
and output—the FNN operates as follows: the input layer 
processes external input information, where each node 
corresponds to a distinct input feature. Positioned between the 
input and output layers, the hidden layer is tasked with 
acquiring representations of the input data through learning 
processes. Multiple hidden layers may exist, each housing 
numerous neurons or nodes. Ultimately, the output layer 
generates the final output, representing predictions or 
classifications for the given problem. The number of nodes in 
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the output layer is typically determined by the inherent nature 
of the problem at hand. 

FNN learns the mapping relationship from input to output, 
in which each connection has a weight and each node has an 
offset. Forward propagation input data is transmitted through 
the layers and connections of the network, and after a series of 
linear transformations and nonlinear activation functions, the 
output results are finally obtained. Weight update calculates 
the loss function by comparing with the actual output results, 
and uses the back propagation algorithm to adjust the weight 
and bias in the network to minimize the loss and improve the 
accuracy of prediction. 

FNN is the simplest deep learning model, in which 
information is transmitted in one direction in the network 
without circular connection [17-18]. It is suitable for many tasks, 
including image classification, speech recognition and so on. 
As the foundation of deep learning, FNN provides powerful 
modeling and forecasting capabilities for various complex 
tasks. Although simple, it is outstanding in practice and 
provides reliable solutions for many machine learning 
problems. 

RNN is a special kind of neural network, which has the 
ability of memory and sequential modeling and is suitable for 
processing sequence data. Unlike FNN, RNN has a circular 
connection, which allows information to be transmitted within 
the network. A typical RNN structure is shown in Figure 1. 

 
FIGURE 1 RNN structure 

 
The input layer is responsible for receiving sequential data 

input. In the hidden layer, circular connections are present, 
enabling the network to preserve past information while 
processing sequences. The output from the hidden layer is 
influenced not just by the present input but also by the hidden 
state from the preceding time step. The output layer produces 
the network's output, representing either the prediction value 
for an individual time step or the forecast for the entire 
sequence. 

The working principle of RNN is that for each time step in 
the input sequence, RNN receives the hidden state of the 
current input and the previous time step, and generates new 
hidden state and output. RNN uses the same weight parameter 
in each time step, allowing the network to learn the shared 
pattern in the sequence. Similar to FNN, the weight is adjusted 
by calculating the loss function and using the gradient descent 
method, but due to the existence of time step, it needs to be 
propagated back in the time dimension. 

RNN contains circular connections, allowing information to 
be transmitted persistently in the network. This makes RNN 
perform well in processing sequence data, such as natural 
language processing and time series analysis. Because RNN is 
suitable for sequential data, it performs well in dealing with 
time correlation and sequence information. However, due to 
the problems of gradient disappearance and gradient explosion 
in its training process, in recent years, more advanced models 
such as Transformer have gradually replaced the traditional 
RNN in some fields. 

CNN is a kind of deep learning model specially used to 
process and analyze data with grid structure, especially image 
data. CNN consists of several layers, including convolution 
layer, pooling layer and fully connected layer. A typical CNN 
structure is shown in Figure 2. 

 
FIGURE 2 CNN structure 

 
The convolutional layer identifies features in the input data 

through convolution operations while preserving the spatial 
structure of these features. The pooling layer diminishes the 
spatial dimensions of the feature map, thereby reducing 
computational complexity. Commonly employed pooling 
techniques encompass maximum pooling and average pooling. 
Finally, the fully connected layer links the output from the 
preceding layer to the output layer, producing the ultimate 
classification result. 

The working principle of CNN includes extracting features 
from input data through sliding convolution kernel. The 
parameters of convolution kernel are learned in the training 
process, which is helpful to capture the local patterns in the 
image. After convolution operation, nonlinearity is introduced 
by applying nonlinear activation function (such as ReLU) to 
enhance the expressive ability of the network. Reduce the size 
of feature map, keep important information and reduce the 
amount of calculation. The output of convolution layer and 
pooling layer is connected to the fully connected layer to 
generate the final output, which is usually used for 
classification problems. The hierarchical structure of CNN can 
automatically learn the hierarchical features of images, from 
low-level features such as edges to high-level features such as 
textures and shapes. Local features can be captured by 
convolution operation, which makes the model invariant to the 
position change of the target. 

CNN is a deep learning model dedicated to processing two-
dimensional data (such as images). It captures local features 
through convolution operation and has the advantage of 
translation invariance. The success of CNN makes it one of 
the core models in the field of deep learning, which is of great 
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significance for image processing and computer vision task 
solving. 

The training of deep learning model is realized by back 
propagation algorithm. The algorithm calculates the error 
between the model prediction and the actual label, and then 
transmits the error back to the network, and continuously 
adjusts the weight by gradient descent to minimize the error. 
Activation function introduces nonlinear properties into neural 
network, which enables it to learn more complex patterns. 
Common activation functions include Sigmoid, Tanh, ReLU, 
etc. As a powerful tool, deep learning model continuously 
promotes the progress in the field of artificial intelligence and 
provides new ideas and solutions for solving various complex 
problems. 

B Training data collection and preprocessing method 
The performance and generalization ability of deep learning 

model largely depend on the quality and diversity of training 
data used. In the research of automatic sketch generation and 
optimization strategy of industrial design, in order to ensure 
that the model can effectively learn and generate useful design 
sketches, careful training data collection and pretreatment 
must be carried out [19]. 

The training data in this study uses the existing public 
industrial design data sets, such as industrial product database 
and design competition data sets, to obtain the design sketch 
in the real scene [20-21]. And obtain real design sketch data from 
design companies and manufacturing enterprises to ensure the 
practicality and industry relevance of the data. In addition, 
computer aided design (CAD) software is used to generate 
synthetic design sketches to expand the scale and diversity of 
data sets. Finally, the collected design sketches are marked, 
including design categories, key design parameters, design 
context and so on. 

In the study, the design sketches are adjusted to the same 
size to ensure the consistency of the input deep learning model. 
Normalizing the image pixels and scaling the pixel values to 
the same range are helpful to improve the training stability of 
the model. Randomly rotate or flip the design sketch to 
increase the diversity of data. Add random noise to the design 
sketch to simulate the design variability in the real world [22]. 
Optical Character Recognition (OCR) technology is used to 
extract and process text information, which provides a more 
comprehensive design context for the model. 

In the aspect of data quality control, this study detects and 
processes possible abnormal values to ensure the quality and 
stability of training data. The data are divided into training set, 
verification set and test set to evaluate the performance of the 
model and prevent over-fitting. An effective database 
management system is established to facilitate data storage, 
retrieval and update, and ensure data sustainability and 
accessibility. 

C Strategy of combining generation model and 
optimization algorithm 

In the field of industrial design, sketch generation based on 
deep learning is a challenging task, and in order to further 
improve the quality and adaptability of generated results, the 
strategy of combining generation model with optimization 
algorithm has become a promising research direction. This 
section will elaborate on the arguments and reasons of this 
strategy. 

Generation models in deep learning, especially GAN, have 
achieved remarkable success in the field of image generation. 
It can generate creative new samples from the learned data 
distribution, which helps to improve the diversity of sketch 
generation. Through a large number of training data, the 
generated model can learn and capture the key features in the 
design sketch, which provides strong support for subsequent 
optimization [23]. GAN's antagonistic learning mechanism can 
continuously improve the authenticity of the generated results, 
thus improving the credibility of the generated sketches. 

The introduction of optimization algorithm aims at further 
optimization based on the sketch generated by the generated 
model to meet specific design requirements and constraints. 
Aiming at the specific goals in design, such as shape, structure 
and performance, the generated sketch is adjusted by 
optimization algorithm to achieve better design results. 
Considering the constraints in the actual design, the 
optimization algorithm can ensure that the generated sketches 
meet these conditions while maintaining high quality. Genetic 
algorithm(GA) is chosen as the optimization algorithm in this 
paper. 

The strategy of combining generation model and 
optimization algorithm embodies the synergy between them. 
To generate the model, a preliminary design sketch is 
generated first, and then it is adjusted and optimized by 
optimization algorithm. The advantage of this strategy is that 
the generated model can provide high-quality initial design by 
learning a large number of design data, and provide a good 
starting point for subsequent optimization [24]. The 
optimization algorithm can introduce different objective 
functions and constraints according to the needs of designers, 
thus making the generated sketches more flexible and 
controllable. The strategy of combining generation model and 
optimization algorithm can quickly find an efficient solution 
that meets the design standards in the process of continuous 
generation and optimization. 

The generating model can generate new and creative 
structural schemes by learning a large number of structural 
design data. The application of generative model in structural 
design can not only provide inspiration, but also expand the 
design space and produce more possible design schemes [25-26]. 
Firstly, the initial structural design scheme is generated by 
using the generation model. The generating model can 
generate a potentially creative initial design by learning the 
existing structural design data, and provide a starting point for 
subsequent optimization. The generated model structure is 
shown in Figure 3: 
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FIGURE 3 Generating model structure 

 
GAN consists of two parts: generator G  and discriminator 

D . Its basic objective function can be expressed as: 
             zGDExDED,GV zz~pxx~pDG zdata

 1loglogmaxmin  (1) 
Where x  is the real data and z  is the input noise of the 

generator.     xDE xx~pdata
log

 represents the expected 

logarithmic probability that the discriminator D  judges the 

real data x .       zGDE zz~pz
1log

 represents the 

expected logarithmic probability that the discriminator D  

judges the false data generated by the generator G . 
In order to improve the performance, this paper considers 

adding gradient penalty and using Wasserstein loss. 
Wasserstein GAN (WGAN) uses different loss functions to 

improve training stability: 
            zGDExDED,GV zz~pxx~pWGANDG zdata

maxmin

 (2) 
In WGAN, in order to force the discriminator to meet 

Lipschitz constraint, gradient penalty should be added: 

  2
2

1ˆ  xD
  (3) 

Where x̂  is the mixture of real data and generated data, and 
  is the penalty coefficient. 

In the strategy of combining GAN and GA, this study will 
optimize and improve GA to better adapt to the characteristics 
of the generation model. Initializing population is the first step 
of GA. Here, the preliminary sketch generated by GAN is used 
as the initial population of GA in this study. Doing so can 
provide a high-quality starting point, thus improving the 
overall efficiency and effect of the algorithm. 

Fitness function  xf  is the key to evaluate individuals. In 
the case of combining GAN, the fitness can be based on the 
quality of the design sketch, such as its practicality, innovation 
and aesthetics. The specific fitness function form is as follows: 

       xAwxIwxPwxf score3score2score1 
 (4) 

Where 321 ,, www  is the weight, which is used to adjust the 

importance of different scores. scorescorescore ,, AIP
 is a practical 

score, an innovative score and an aesthetic score. 
For the three evaluation indexes of practicality, innovation 

and aesthetics, we can discuss their importance in the current 

design task respectively. This can be achieved by discussing 
with the design team, domain experts or potential users. After 
the weights are initially set, the effectiveness of these weights 
can be verified by experiments. This includes using different 
weight combinations to generate design sketches and 
evaluating the performance of these sketches in practicality, 
innovation and aesthetics. According to the experimental 
results, the weights can be fine-tuned. 

The selection operation adopts roulette wheel selection 
method, and based on the objective function value of the 
design scheme and the loss value of the generator, individuals 
are selected to enter the next generation. 

   
  

 N

j
jf

if
iP

1

  (5) 

Where  iP  is the probability that an individual i  is 

selected, and  if  is the fitness of the individual i . 
The crossover operation is controlled by crossover 

probability cP
, and the selected individuals cross genes to 

generate new design variables. 
 

 

        
        jxjxjx

jxjxjx

xx

xx

bac

bac

bc

ac













1

1
2

1

2

1

  (6) 

  is the adjustment factor. The mutation operation is 

controlled by the mutation probability mP
, and the selected 

individuals are mutated into design variables. 
        bbcm lu.,Uβjxjx  5010

  (7) 

Where   is the variation intensity,  10,U  is the uniform 

distribution between 0 and 1, and bb lu ,
 is the upper and 

lower bounds respectively. 
The specific flow of the improved algorithm is shown in 

Figure 4: 
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FIGURE 4 Improved algorithm flow 

 
By combining GA with GAN, and adjusting parameters 

such as crossover, mutation probability and weight coefficient, 
we can create an optimization algorithm that is more suitable 
for the characteristics of the generation model. This improved 
GA can better combine creative generation and goal-oriented 
optimization in the design process, and improve design 
efficiency and innovation. 

Ⅳ. ANALYSIS AND DISCUSSION OF EXPERIMENTAL 
RESULTS 

In the experimental environment, we have carried out 
detailed data preprocessing, including selecting SketchyCAD 
public data sets and formatting them appropriately to ensure 
that the data meet the requirements of model training. In the 
aspect of model configuration, I use the architecture based on 
GAN and optimize it with GA. In order to adjust the model to 
achieve the best performance, we set the super parameters, 
which involve key parameters such as learning rate and 
iteration times, and they play a vital role in the training process. 
Through experimental observation, we find that with the 
increase of iteration times, the performance of the combined 
model has been significantly improved in terms of quality, 
diversity and efficiency. The application of GA also 
effectively promotes the optimization of design attributes. 

The experimental environment is set to use a computer 
equipped with a high-performance GPU, NVIDIA GeForce 
RTX 3090, to speed up the training of the deep learning model. 
The operating system uses Ubuntu 20.04 LTS as the 
experimental operating system, providing a stable 
development environment. TensorFlow 2.x and PyTorch 1.8 
are selected as the deep learning framework, which is the 
implementation framework of the deep learning model. Install 
the corresponding versions of CUDA and cuDNN to support 
GPU accelerated computing. Use Python 3.8 or above to build 
the development environment needed for the experiment. 

Download and prepare the SketchyCAD data set in the 
experiment to ensure that the data set contains enough 
industrial design sketches. Run the data_preparation.py script 
to preprocess the SketchyCAD data set to ensure that the data 
format meets the model input requirements. Run the train.py 
script to train the GAN model, and apply the optimization 
strategy to adjust the superparameter. 

Figure 5 shows the performance comparison between the 
baseline model and the optimized model in different aspects. 
These aspects include the quality, diversity, innovation and 
efficiency of sketches. It can be seen that in all categories, the 
optimized model shows better performance than the baseline 
model. 

 
FIGURE 5 Performance comparison 

 
During the experiment, the number of iterations is gradually 

increased, and the performance changes of the algorithm are 
monitored. By comprehensively analyzing the computational 
efficiency, the convergence of the solution and avoiding 
unnecessary computational overhead, an appropriate iteration 
threshold is determined. This threshold not only ensures the 
good performance of the algorithm, but also avoids excessive 
consumption of computing resources. In order to further 
analyze the performance of the model and the influence of the 
optimization strategy, the variation of the model performance 
with the number of iterations and the distribution of quality 
and diversity are drawn, as shown in Figure 6: 

 
FIGURE 6 Variation of model performance with iteration times and 
distribution of quality and diversity 

 
The chart on the left shows the performance scores of the 

baseline model and the optimization model under different 
iterations. Obviously, the performance of the optimized model 
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is better than the baseline model in the whole training process, 
which shows that the optimization strategy effectively 
improves the learning efficiency and final performance of the 
model. 

The chart on the right shows the distribution of baseline and 
optimization model in terms of quality and diversity. The 
optimization model has a high score in quality and diversity, 
which shows that the optimization strategy not only improves 
the quality of generated sketches, but also enhances the ability 
of the model to generate different designs. 

Figure 7 below shows the quality, diversity and efficiency 
indicators of the combined model under different iterations. 
These curves clearly show that with the deepening of training, 
the model has shown significant improvement in all three 
aspects, especially in quality and diversity. 

 
FIGURE 7 The performance of combined model varies with the number 
of iterations 

 
Figure 8 depicts the evolution of three key design attributes 

in the GA process. Each attribute shows an upward trend with 
the evolution of generations, which shows that GA can 
effectively optimize design attributes, thus improving the 
overall quality and innovation of design. 

 

FIGURE 8 Evolution of design attributes in GA 

 
Fig. 9 is a heat map of correlation between performance 

indicators. This shows that there is a positive correlation 
between quality, diversity and efficiency, which means that 
while improving the design quality, it can also ensure the 
design diversity and production efficiency. 

 
FIGURE 9 Correlation between performance indicators 

 
Based on these analyses, it can be seen that the combined 

model combining generation model and GA has obvious 
advantages in automatic sketch generation and optimization of 
industrial design. This combined model can not only balance 
multiple performance indexes, but also effectively use GA to 
further optimize the design results, making them more diverse 
and high-quality. This method has great application potential 
and is expected to cause revolutionary changes in the field of 
industrial design. 

To further validate the effectiveness of the proposed method, 
a comparative analysis was conducted with contemporary 
state-of-the-art models in automatic sketch generation. 
Specifically, the model's performance was compared in terms 
of the generated sketches' quality, diversity, and generation 
efficiency. When evaluated against leading models in this 
domain, the presented approach demonstrated comparable, if 
not superior, results. The high-quality sketches generated by 
the method were on par with those produced by the most 
advanced models, exhibiting fine details and realistic textures. 
Moreover, the model achieved a notable level of diversity in 
the generated designs, introducing varied elements and styles 
that were absent in the outputs of the compared models. 
Additionally, the approach offered competitive generation 
efficiency, processing sketches swiftly without compromising 
quality or diversity. In summary, this comparative analysis 
confirms the robustness and effectiveness of the proposed 
method, positioning it favorably against current state-of-the-
art models in automatic sketch generation. 
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Although the optimized model performs well, there is still 
room for improvement, especially in the speed and stability of 
performance improvement in the initial learning stage. Future 
work can focus on optimizing the learning algorithm, 
improving the initial learning efficiency of the model, and 
developing more complex network architecture to further 
improve the detail quality and diversity of the sketch. By 
introducing the technology of multi-modal generation, the 
model can generate more rich and diverse design sketches. 
More designs with different styles are added to the data set to 
improve the generalization ability of the model. Further 
improve the super-parameter optimization strategy to make it 
search more effectively. 

Ⅴ. CONCLUSION  
In this study, we have delved into the utilization of 

automatic sketch generation and optimization strategies within 
the realm of industrial design, leveraging the capabilities of 
deep learning. Our findings demonstrate a substantial 
advancement in the generation of industrial design sketches 
through the utilization of GAN based on deep learning. The 
generated sketches exhibit a marked enhancement in quality, 
exhibiting a higher degree of fidelity and resemblance to 
actual designs compared to traditional methodologies. 

Furthermore, the introduction of optimization strategies, 
specifically GA and DE, has proven beneficial in fine-tuning 
the superparameters of the deep learning model. This 
adjustment has yielded positive outcomes, enhancing both the 
quality and diversity of the generated sketches. It is 
noteworthy that the optimization strategies enable intelligent 
adjustments to the model, thereby elevating the overall 
generation effect. 

Our experiments have revealed that a moderate increase in 
the learning rate of the generator can foster diversity among 
the generated results. Conversely, reducing the learning rate 
can contribute to an improvement in the quality of the sketches. 
While GA and DE exhibit similarities in hyperparameter 
optimization, they may exhibit distinct advantages and 
disadvantages in specific contexts, necessitating a tailored 
approach based on the unique characteristics of the problem at 
hand. 

The integration of deep learning models in industrial design 
has emerged as a transformative force, facilitating the 
generation of vibrant and inventive sketches. These sketches 
serve as a valuable source of inspiration for designers, paving 
the way for rapid prototyping and subsequent product 
development. By accelerating the design iteration process, this 
approach holds the potential to significantly enhance the 
efficiency of the product development cycle. 

Our study represents a pioneering effort in combining deep 
learning generation models with optimization strategies, 
culminating in the development of an efficient automatic 
sketch generation method tailored for the industrial design 
domain. Looking ahead, we anticipate exploring multi-modal 
generation techniques, the incorporation of more complex 

design elements, and the practical application of deep learning 
models in real-world industrial design projects. These future 
directions hold promise in further advancing the field and 
unlocking new possibilities in industrial design. 
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