## ORCA - Online Research @ Cardiff

## PRIFYSGOL CAERDYB

This is an Open Access document downloaded from ORCA, Cardiff University's institutional repository:https://orca.cardiff.ac.uk/id/eprint/119812/

This is the author's version of a work that was submitted to / accepted for publication.

Citation for final published version:
Tang, Keke, Song, Peng, Wang, Xiaofei, Deng, Bailin, Fu, Chi-Wing and Liu, Ligang 2019. Computational design of steady 3D dissection puzzles. Computer Graphics

Forum 38 (2), pp. 291-303. 10.1111/cgf. 13638
Publishers page: https://doi.org/10.1111/cgf. 13638
Please note:
Changes made as a result of publishing processes such as copy-editing, formatting and page numbers may not be reflected in this version. For the definitive version of this publication, please refer to the published source. You are advised to consult the publisher's version if you wish to cite this paper.

This version is being made available in accordance with publisher policies. See http://orca.cf.ac.uk/policies.html for usage policies. Copyright and moral rights for publications made available in ORCA are retained by the copyright holders.

# Computational Design of Steady 3D Dissection Puzzles 

Keke Tang ${ }^{1,2}$ (D) Peng Song ${ }^{3 \dagger} \quad$ Xiaofei Wang ${ }^{4} \quad$ Bailin Deng $^{5} \quad$ Chi-Wing Fu $^{6} \quad$ Ligang Liu $^{4}$<br>${ }^{1}$ Cyberspace Institute of Advanced Technology, Guangzhou University<br>${ }^{2}$ University of Hong Kong $\quad{ }^{3}$ EPFL<br>${ }^{4}$ University of Science and Technology of China $\quad{ }_{5}^{5}$ Cardiff University<br>${ }^{6}$ The Chinese University of Hong Kong




#### Abstract

Dissection puzzles require assembling a common set of pieces into multiple distinct forms. Existing works focus on creating $2 D$ dissection puzzles that form primitive or naturalistic shapes. Unlike $2 D$ dissection puzzles that could be supported on a tabletop surface, 3D dissection puzzles are preferable to be steady by themselves for each assembly form. In this work, we aim at computationally designing steady 3D dissection puzzles. We address this challenging problem with three key contributions. First, we take two voxelized shapes as inputs and dissect them into a common set of puzzle pieces, during which we allow slightly modifying the input shapes, preferably on their internal volume, to preserve the external appearance. Second, we formulate a formal model of generalized interlocking for connecting pieces into a steady assembly using both their geometric arrangements and friction. Third, we modify the geometry of each dissected puzzle piece based on the formal model such that each assembly form is steady accordingly. We demonstrate the effectiveness of our approach on a wide variety of shapes, compare it with the state-of-the-art on $2 D$ and 3D examples, and fabricate some of our designed puzzles to validate their steadiness.


CCS Concepts
$\bullet$ Computing methodologies $\rightarrow$ Shape modeling; • Applied computing $\rightarrow$ Computer-aided manufacturing;

## 1. Introduction

Dissection puzzles require assembling a common set of pieces in different ways to produce two or more distinct shapes (i.e., forms). A typical example is a dissection of a triangle to a square in only four pieces, also known as the Haberdasher's problem [Dud07]. Another example is a visual proof of the Pythagorean theorem with Perigal's dissection [Per72], where a large square is dissected into two smaller squares. Different from conventional puzzles that have a single form when assembled, dissection puzzles have multiple (typically two) forms and can be reconfigured among these forms by transforming and reassembling the pieces, making them more intriguing for playing.

Designing dissection puzzles (i.e., the dissection problem) is an interesting problem studied in recreational math and computational geometry [LF72]. In its basic form, geometric dissection partitions a 2D figure into a finite number of pieces that can be rearranged into a

[^0]new figure of equal area. In practice, it is usually required that the dissection uses just a few pieces, such that the puzzle is manageable for playing. Early research works [Coh75, KKU00, AAC* 12] focus on analytic approaches to dissect 2D primitive shapes such as triangles, squares and other regular polygons into congruent polygonal pieces. Until recently, a few computational methods have been developed to dissect general 2D shapes represented as discrete squares [ZW12] or dissect naturalistic 2D shapes approximately [DYYT17].

The dissection problem becomes considerably more challenging when moving from two dimensions to three dimensions. For 3D dissection, we aim at finding a common set of pieces that can be assembled into two different 3D shapes of equal volume. It is more challenging due to representing more complex 3D shapes with a few common pieces and requiring higher degrees of freedom (DOF) to reconfigure the pieces into different assembly forms. Therefore, very few 3D dissection results have been reported [The18, Fre09, HN06, Fre97], which are elegant primitive 3D shapes, such as tetrahedrons, cubes and prisms, and were created by solving intricate math problems with analytic approaches;


Figure 2: Cuboid-Cube dissection puzzle with six pieces, designed by Anton Hanegraaf in 1989. [Copyright figure: Hungerbühler and Nüsken [HNO6]]
see Figure 2 for an example. Unlike 2D dissection puzzles that are simply placed on a tabletop surface, 3D dissection puzzles are preferable to be steady for each assembly form; e.g., every puzzle piece is supported by its neighboring pieces and no puzzle piece should fall apart due to gravity.

In this work, we aim at computational design of steady $3 D$ dissection puzzles from user-specified 3D shapes, motivated by the use of 3D printing for making personalized toys [BCMP18]; see Figure 1 for an example result. We explore steady structures based on mechanical interlocking [SFCO12] by immobilizing component parts through their geometric arrangements. Both dissection and interlocking are very strong constraints on the geometry of the puzzle pieces: dissection requires the pieces to be reconfigurable into different target shapes, while interlocking requires the pieces to connect with one another in a steady assembly form. Finding pieces that satisfy both constraints is an extremely challenging task. To make the problem tractable, we take a pair of voxelized shapes as inputs, and allow small modifications on them, preferably on the internal volume, to preserve their external appearance.

To meet the above challenges, we make the following contributions:

- First, we dissect the input shapes into a common set of puzzle pieces, during which the piece orientation in each form is computed automatically. Small modifications on the input shapes are allowed to facilitate the search of valid dissection solutions.
- Second, we present a generalized interlocking formal model that relaxes the geometric constraints in conventional interlocking methods [SFCO12] by allowing connecting puzzle pieces into a steady assembly using not just their geometric arrangements but also the friction among them.
- Third, we make steady each assembly form of the dissection puzzle by modifying the geometry of each dissected puzzle piece according to the generalized interlocking formal model, without violating the dissection requirement that is already satisfied.

We demonstrate the effectiveness of our approach on a variety of 3D shapes, and fabricate some of our designed puzzles to validate their steadiness. We compare our dissection method with a state-of-the-art method [ZW12] on both 2D and 3D examples, and show that our 3D puzzles are more steady due to mechanical interlocking employed to connect the pieces. We also compare our generalized interlocking model with the recursive interlocking model [SFCO12] to demonstrate its flexibility for designing interlocking assemblies.

## 2. Related Work

Geometric Dissections. In the 1830s, Bolyai [Bol32] and Gerwien [Ger33] already proved that whenever two 2D polygons have
the same area, one of them can be dissected using a finite number of pieces to form the other. This is known as the Bolyai-Gerwien Theorem. Nonetheless, the number of required pieces by the theorem generally far exceeds the minimum number of pieces needed to form a dissection. Hence, a number of analytic approaches have been developed to find geometric dissections with the fewest number of pieces. However, they mainly focus on 2D primitive shapes such as triangles and squares [Coh75, KKU00, CKU07].
On the other hand, geometric dissections have been studied subject to various special constraints, such as hinged dissections that connect all the pieces into a chain at "hinged" points and convert a figure to another by swinging the chain continuously. A famous example was introduced by Dudeney [Dud07] which dissects a square into an equilateral triangle. Frederickson studied other types of "hinges" such as twisting-hinges and piano-hinges [Fre02, Fre07b]. Abbott et al. [AAC $\left.{ }^{*} 12\right]$ proved that a hinged dissection always exists when two polygons have equal area.
Only very recently, computational tools were developed to create dissection puzzles. Zhou et al. [ZW12] proposed a stochastic search approach to create dissection puzzles on general 2D shapes represented on a discrete grid, and extended it to create a few 3D dissection puzzles. Duncan et al. [DYYT17] created approximate dissections between 2D naturalistic shapes with minimized modifications while Li et al. [LMaH*18] further constructed a special hinged dissection that requires a reversible inside-out transform to switch between two 2D shapes. The 3D dissection puzzles designed by [ZW12] use primitive shapes. In contrast, we design 3D dissection results with significantly higher complexity at the cost of introducing slight modifications on the inputs. Moreover, our work stabilizes each assembly form with interlocking.

Transformable Objects. Recently, there is an emerging interest in the computer graphics community on fabricating 3D assemblies that can be transformed into different forms, such as articulated models [BBJP12, CCA ${ }^{*}$ 12], foldable furniture [LHAZ15, Fre07a, Fre08], twisty puzzles [SZ15], transformables [YZC18, HCLC16], and reconfigurables [GJG16]. In particular, Zhou et al. [ZSMS14] designed transformable objects that can be folded into a box by addressing a hinged 3D dissection problem. In contrast, our work addresses a different 3D dissection problem, in which the target object models can have arbitrary shapes and the component pieces are disjoint before the assembly. Very recently, Song et al. [SFJ* 17] developed a computational approach for designing reconfigurable interlocking furniture by co-decomposing cage-based input models into a common set of parts and co-constructing compatible joints among the parts. Compared with this work, we focus on general voxelized 3D shapes rather than furniture, and allow modifying the interior of the input shapes to relax the constraints in creating dissected puzzle pieces.

Interlocking Assembly. Mechanical interlocking is an intriguing method for assembling component parts, while avoiding the use of additional connectors among them. Conventional interlocking methods immobilize every single piece, as well as every subset of pieces, except for $a$ single key which is the only movable piece in the entire assembly. A few computational methods have been developed to construct interlocking assemblies with this single-key property, including puzzles [XLF* 11, SFCO12], 3D-printed object assem-


Figure 3: Overview: (a) two voxelized models KITTEN and SQUIRREL as inputs; iteratively construct (b) the first piece $P_{1}$, (c) the second piece $P_{2}$, and $(d)$ the other pieces; (e) post-process all puzzle pieces to preserve the models' appearance; and ( $f$ ) 3D-printed dissection puzzle.
blies [SFLF15, YCXW17], furniture assemblies [FSY* 15], laser-cut polyhedrons [SDW* 16], and frame/plate structures [WSP18].

Later, this single-key interlocking is relaxed to multi-key interlocking. Zhang and Balkcom [ZB16] presented a set of voxel-like interlocking parts whose instances can be connected layer-by-layer to form various interlocking voxelized shapes with multiple keys. Song et al. [SFJ* ${ }^{*}$ 17] explicitly formulated the multi-key interlocking model for connecting parts in reconfigurable furniture assemblies.

All the above works require immobilizing every single piece and every subset of pieces, except for the key(s), inducing very strong geometric constraints on the pieces and making it overly challenging to construct pieces of 3D dissection puzzles. This work presents a new generalized interlocking model that immobilizes the pieces with the assistance of friction. Although the resulting assemblies can be less steady than conventional interlocking assemblies, our new model provides more flexibility for constructing interlocking assemblies that are sufficiently steady for practical usage.

## 3. Overview

Given two 3D shapes represented as mesh models, we first voxelize them such that the number of voxels in the two models, denoted as $\mathbf{M}^{1}$ and $\mathbf{M}^{2}$, are roughly the same; see Figure 3(a). This is achieved by scaling the mesh models such that they have exactly the same volume and then voxelizing the mesh models using the same voxel size. Taking $\mathbf{M}^{1}, \mathbf{M}^{2}$ and a user-desired number of pieces $m(m \geq 2)$ as inputs, our goal is to generate a common set of puzzle pieces $P_{1}$, $\ldots, P_{m}$ that satisfy the following requirements:

- Dissection. The common set of pieces can form each target shape via different arrangements.
- Assemblability. The pieces can be physically assembled into each target shape
- Steadiness. Each assembled shape should form a steady assembly, where no piece would fall off easily due to gravity and/or external forces.
- Aesthetics. Modifications on the input shapes' appearance should be as small as possible.
- Avoiding tiny pieces. Pieces consisting of a small number of voxels should be avoided since such pieces are difficult to identify and handle for physical assembly.

Besides the geometry of the common set of puzzle pieces, our problem also requires computing a rigid transformation $T_{i}$ (translation and rotation) for reconfiguring each puzzle piece $P_{i}$ across the two forms, i.e., from $P_{i}^{1}$ in $\mathbf{M}^{1}$ to $P_{i}^{2}$ in $\mathbf{M}^{2}$, where $P_{i}^{1}$ and $P_{i}^{2}$ are instances of $P_{i}$ in the two models.

Overview of Our Approach. We construct 3D dissection puzzle pieces by iteratively co-extracting the pieces from $\mathbf{M}^{1}$ and $\mathbf{M}^{2}$ one by one, until reaching the desired number of pieces $m$. We denote the extracted puzzle pieces as $P_{1}^{k}, P_{2}^{k}, \ldots, P_{i}^{k}$, with $R_{i}^{k}$ being the remaining volume in $\mathbf{M}^{k}$, where $1 \leq i \leq m-1$ and $k \in\{1,2\}$. Here $P_{i}^{1}$ and $P_{i}^{2}(1 \leq i \leq m-1)$, as well as $R_{m-1}^{1}$ and $R_{m-1}^{2}$, should have exactly the same shape to ensure a successful dissection. To facilitate the understanding, we use a consistent color scheme on the following puzzle pieces: red for $P_{1}^{k}$, blue for $P_{2}^{k}$, and gray for $R_{i}^{k}$; see Figure 3.

Directly generating puzzle pieces that satisfy all the above requirements simultaneously is challenging. Thus, we first construct each puzzle piece subject to the dissection and assemblability requirements, while relaxing the aesthetics requirement, and then modify it to satisfy the steadiness requirement based on our generalized interlocking formal model. After generating all puzzle pieces, we post-process them to improve the aesthetics of final assemblies as much as possible. During all the above procedures, we ensure that each puzzle piece has at least a certain amount of voxels to avoid tiny pieces. The key steps of our approach are detailed as follows:

1. Dissect $P_{i}$. To construct an initial $P_{i}$, we identify similar geometric features between the two models and make them corresponding to form a common piece $P_{i}$ under a certain transform $T_{i}$. This is achieved by a co-seeding procedure to find corresponding seed voxels, a co-expanding procedure to grow $P_{i}^{k}$ from the seeds, and a co-cleaning procedure to include fragmental voxels in $P_{i}^{k}$; see Figure 3(b-d) and Subsection 5.2.
2. Stabilize $P_{i}$ with generalized interlocking. To make $P_{i}$ steady, we propose a new generalized interlocking model that immobilizes parts using their geometric arrangements and friction (see Section 4). Our formal model ensures generalized interlocking of the assembly by enforcing local constraints when constructing each $P_{i}$. Guided by this model, we modify the geometry of $P_{i}$ such that
$\left[P_{1}^{k}, P_{2}^{k}, \ldots, P_{i}^{k}, R_{i}^{k}\right]$ form a generalized interlocking intermediate assembly for each $k$ (i.e., form); see Subsection 5.3.
3. Post-process all puzzle pieces. The generated puzzle's appearance could be different from that of the input models (i.e., introducing holes) since we allow deleting voxels to facilitate the puzzle piece construction. We alleviate modifications on the input models' appearance by adding back some of the deleted exterior voxels to the puzzle pieces while maintaining the dissection and interlocking requirements; see Figure 3(e) and Subsection 5.5.

## 4. Generalized Interlocking Formal Model

Interlocking adopted by existing works [XLF* 11, SFCO12, SFLF15, FSY* 15, SDW $^{*} 16$, ZB 16, SFJ* 17, YCXW17, WSP18] for designing steady assemblies is defined as follows:

An assembly of pieces (with at least three pieces) is said to be interlocking if every single piece as well as every subset of the pieces are immobilized relative to one another, except a single or a few movable key(s).

Conventional interlocking is very restrictive since it connects pieces with pure geometric arrangements. As a result, it can only be achieved for input shapes that satisfy certain requirements; e.g., [SFCO12, SFLF15] require the input object to have large internal volume while $\left[\mathrm{FSY}^{*} 15, \mathrm{SFJ}^{*} 17\right.$ ] require the input furniture model to have sufficient cyclic substructures.

In our daily life, many assemblies in which parts are connected by integral joints can be steady without conventional interlocking, e.g., 3D printed assemblies connected with male and female connectors [LBRM12], laser-cut assemblies connected with halved joints [CPMS14], and furniture assemblies connected with woodworking joints [Rog02]. This is because friction is employed to prevent the part(s) from moving along the single direction that is not restricted by the joint; see Figure 4 for an illustration. Note that the connection strength by friction depends on the tightness of the joint.
Inspired by this observation, we propose a new concept called generalized interlocking:

An assembly of pieces (with at least three pieces) is said to be generalized interlocking if every single piece as well as every subset of the pieces are either immobilized or movable along a single axial direction relative to one another, except a single or a few movable key(s).
According to this definition, conventional interlocking is a subclass


Figure 4: (a) A joint connection where the green piece is movable along a single axial direction (i.e., $+x$ ); this DOF can be removed by considering friction. (b) A joint connection where the green piece is movable along more than one axial direction (i.e., $+x,+y$ ); friction cannot stabilize such a connection due to insufficient pressure.
of generalized interlocking. Yet, generalized interlocking significantly relaxes the geometric constraints of conventional interlocking by allowing each piece and each subset of pieces to be movable along at most one axial direction, while retaining the steady assembly property by preventing each piece (and each group of pieces) from moving along this single axial direction using friction. In this work, we do not explicitly model the friction but simply assume that sufficient friction can be obtained by adjusting the fabrication tolerance among the pieces during their manufacture.

In the following, we introduce three formal models that guarantee generalized interlocking by enforcing geometric constraints locally when constructing each individual piece. We first introduce a naive formal model (Subsection 4.1) and a basic formal model (Subsection 4.2) to facilitate the understanding, and then our formal model (Subsection 4.3) that will be used in our puzzle design approach.

### 4.1. Naive Formal Model

Given a voxelized model $\mathbf{M}$, we iteratively extract each individual piece from it one by one, forming a sequence of extracted pieces $P_{1}, P_{2}, \ldots, P_{n}$, with $R_{n}$, the remaining part of $\mathbf{M}$, as the last piece. Let $\mathbf{D}$ be the set of six axial directions (i.e., $+x,-x,+y,-y,+z,-z$ ) aligned with the voxelization. We denote the extraction direction of each piece $P_{i}$ as $d_{i} \in \mathbf{D}$.

To construct pieces from $\mathbf{M}$ that can form a generalized interlocking assembly, a straightforward way is to ensure that each piece $P_{i}$ is immobilized by the last piece $R_{n}$ such that $P_{i}$ is only movable along $d_{i}$ relative to $R_{n}$. The inset figure shows an example, where each piece is movable along a single direction (see arrows) relative to the gray piece. However, although this naive formal model can guarantee generalized interlocking, the resulting $R_{n}$ usually has very irregular shape and is much larger than the other
 pieces since it needs to immobilize them. Hence, this naive formal model is not suitable for our 3D dissection problem.

### 4.2. Basic Formal Model

Rather than relying on the last piece (i.e., $R_{n}$ ) to immobilize all the other pieces, we can immobilize each piece $P_{i}$ using $R_{i}$ together with $P_{i-1}$ when constructing $P_{i}$, thus relaxing the geometric constraint on $R_{n}$. This leads to the following requirements when constructing $P_{i}$, which are proved to guarantee the resulting pieces to be generalized interlocking (see the supplementary material for the proof).

Requirements for $P_{1}$. When constructing $P_{1}$, it should be immobilized by $R_{1}$ such that it is only movable along $d_{1}$.

Requirements for $P_{i}(2 \leq i \leq n)$. When constructing $P_{i}$, it should satisfy the following requirements, where $\mathbf{S}_{i}$ denotes the set of all neighboring pieces of $P_{i}$ that have been extracted before $P_{i}$ :

1. $P_{i}$ should be immobilized by $P_{i-1}$ and $R_{i}$ such that it is movable only along $d_{i}$.
2. $R_{i}$ should block $P_{i}$ from moving along $d_{i-1}$, if $d_{i-1} \neq d_{i}$.
3. For each $P_{j} \in \mathbf{S}_{i}$ and each direction $d^{\prime} \in \mathbf{D} \backslash\left\{d_{i}, d_{j}\right\}$, if $R_{i}$ does not block $P_{j}$ while $P_{i}$ blocks $P_{j}$ from moving along $d^{\prime}$, then $R_{i}$ should block $P_{i}$ from moving along $d^{\prime}$.


Figure 5: Top row: constructing pieces following (a-c) the basic formal model and (d-f) our formal model, in which the extraction direction of each piece is highlighted with a small arrow. Bottom row: the corresponding dependency graphs.


Figure 6: $(a \& c)\left\{P_{i-1}, P_{i}\right\}$ are movable together along more than one axial direction, violating the definition of generalized interlocking. ( $b \& d$ ) By modifying $P_{i}$ (see green circles) following the basic formal model, $\left\{P_{i-1}, P_{i}, R_{i}\right\}$ form a generalized interlocking assembly. The movable direction(s) of $P_{i-1}, P_{i}$, and $\left\{P_{i-1}, P_{i}\right\}$ are indicated with red, blue, and black arrows respectively.

Note that when constructing $P_{i}$, simply applying the first requirement is not sufficient since $P_{i}$ and $P_{j} \in \mathbf{S}_{i}$ might be movable together along more than one axial direction. For example, when $d_{i-1} \neq d_{i}$, $\left\{P_{i-1}, P_{i}\right\}$ could be movable along both $d_{i-1}$ and $d_{i}$; see Figure 6(a). For this case, we enforce the second requirement on $P_{i}$ and $R_{i}$ to avoid this; see Figure 6(b). Also, $\left\{P_{j}, P_{i}\right\}$ could be movable along the contacting direction(s) between $P_{j}$ and $P_{i}$; see Figure 6(c). For this case, we enforce the third requirement on $P_{i}$ and $R_{i}$ to prevent the undesired movement; see Figure 6(d).

Dependency Graph. By iteratively extracting a new piece from $R_{i}$ following the above requirements, we can draw a dependency graph for each intermediate step, where each node represents a piece and each directed edge represents the "immobilization dependency" between associated nodes; see Figure 5(a-c). In other words, if $P_{i}$ links to both $P_{i-1}$ and $R_{i}$ with a directed edge, it means $P_{i-1}$ and $R_{i}$ are selected to immobilize $P_{i}$ when constructing $P_{i}$. Sometimes, it is sufficient to immobilize $P_{i}$ by $R_{i}$ only (see Figure 5(a)), and we show two directed edges from $P_{i}$ to $R_{i}$. During the extraction process, the immobilization dependency between $P_{i}$ and $R_{i}$ can be inherited in
the successive extraction steps even if $R_{i}$ has been partitioned into multiple pieces. To highlight this, we draw large circles in the graphs to indicate previous $R_{i}$ 's in the current step; see again Figure 5. As we assume all the part movements are relative to $R_{i}$, there is no directed edge from $R_{i}$ to any other node in the graphs.

### 4.3. Our Formal Model

In the basic formal model, we always choose $P_{i-1}$ and $R_{i}$ to immobilize $P_{i}$; see again Figure 5(a-c). We generalize this constraint by choosing an arbitrary $P_{t} \in \mathbf{S}_{i}(1 \leq t \leq i-1)$ and $R_{i}$ to immobilize $P_{i}$; see Figure 5(d\&f). In this formal model, each piece $P_{i}(2 \leq i \leq n)$ should be constructed with the following requirements.

1. $P_{i}$ should be immobilized by $P_{t}$ and $R_{i}$ such that it is movable only along $d_{i}$.
2. For each $P_{j} \in\left\{P_{1}, \ldots, P_{i-1}\right\} \backslash\left\{P_{t}\right\}, R_{i}$ should block $P_{i}$ from moving along $d_{j}$, if $R_{i}$ does not block $P_{j}$ or $P_{t}$ from moving along $d_{i}$ and $d_{i} \neq d_{j}$.
3. For each $P_{j} \in \mathbf{S}_{i}$ and each direction $d^{\prime} \in \mathbf{D} \backslash\left\{d_{i}, d_{j}\right\}$, if $R_{i}$ does not block $P_{j}$ while $P_{i}$ blocks $P_{j}$ from moving along $d^{\prime}$, then $R_{i}$ should block $P_{i}$ from moving along $d^{\prime}$.
In case we could not find any $P_{t}$ that satisfies the above requirements, we allow $P_{i}$ to be immobilized by $R_{i}$ only such that it is movable only along $d_{i}$; see Figure 5(e) for an example. It can be proved that the pieces constructed following these requirements are guaranteed to be generalized interlocking (see the supplementary material).

## 5. Our Approach

Given two voxelized shapes $\mathbf{M}^{1}$ and $\mathbf{M}^{2}$, and a user-desired number of pieces $m$, we first compute several heuristic measures on the shapes to guide the piece construction process (Subsection 5.1). Next, we dissect a piece from the two shapes (Subsection 5.2), and modify its geometry to satisfy the requirements of our formal model for stabilizing it (Subsection 5.3). We iterate this processes for each piece until the number of dissected pieces reaches $m$ (Subsection 5.4). Lastly, we post-process all the generated puzzle pieces to improve appearance of the final assemblies (Subsection 5.5).


Figure 7: Identify overlapping volume of (a) Kitten and (c) SQUIRREL, where overlapping (non-overlapping) voxels are rendered in solid (wireframe). The coordinate axes beside each model indicate the rigid transform to align the models. (b\&d) Visualize compatibility of each voxel in the two models, where orange (green) indicates low (high) compatibility.

### 5.1. Solution Metrics

We compute four measures for the input models: compatibility between the two models, compactness, accessibility and noticeability for each model. The measure of noticeability is computed only once for each model, while the other measures need to be recomputed for the remaining volume $R_{i}$ after extracting each piece $P_{i}$.

Compatibility. We observe that the more similar two input models are, the easier it is to perform dissection between them. In the extreme case, two models with exactly the same shape can be trivially dissected by partitioning them in the same way. Therefore, we first identify the largest overlapping volume between the two models by aligning their centroids and principal directions followed by small axis-aligned translations. Based on this overlapping volume, we introduce a measure of compatibility for each voxel $v$ :

$$
\begin{equation*}
O(v)=\frac{1}{1+\exp (\operatorname{SDF}(v))} \tag{1}
\end{equation*}
$$

where SDF is the signed distance function to the boundary of the overlapping volume, with positive values for voxels outside the volume (see Figure 7). When dissecting a piece, we prefer to extract voxels with low compatibility first while leaving voxels with high compatibility in the remaining volume, to facilitate dissection of the successive pieces.

Compactness. When constructing a new piece, we prefer to select a seed voxel that is near the previously extracted pieces, to make the remaining volume as compact as possible (see Figure 8). We introduce a compactness measure $C$ for each boundary voxel $v$ on the remaining volume, which has a larger value for a voxel closer to the previous pieces:

$$
\begin{equation*}
C(v)=\delta-\min _{v_{b} \in\left\{v_{b}\right\}} \operatorname{dist}\left(v, v_{b}\right), \tag{2}
\end{equation*}
$$

where $\delta$ is the diagonal length of the model's bounding box, $\left\{v_{b}\right\}$ denotes the set of voxels on the boundary of the remaining volume


Figure 8: The remaining volume (in gray) in (b) is more compact than that in (c) after extracting a new piece (in blue) since the piece in $(b)$ is closer to $\left\{v_{b}\right\}$ (voxels with a green outline) in $(a)$.
but not on the boundary of the model, and $\operatorname{dist}\left(v, v_{b}\right)$ is the Euclidean distance between the centroids of voxels $v$ and $v_{b}$.

Accessibility. After extracting a puzzle piece, the remaining volume $R_{i}$ has to be connected. Hence, we compute an accessibility value $A_{j}(v)$ for each voxel $v$ in $R_{i}$, and use it later as a heuristic to alleviate fragmentation. Following [SFCO12], $A_{j}(v)$ is computed by recursively counting the (weighted) number of voxel neighbors:

$$
A_{j}(v)= \begin{cases}\text { number of neighbors of } v, & \text { for } j=0 \\ A_{j-1}(v)+\alpha^{j} \sum_{i} A_{j-1}\left(y_{i}(v)\right) & \text { for } j>0\end{cases}
$$

where $\left\{y_{i}(v)\right\}$ are neighboring voxels of $v$ in the remaining volume, $\alpha$ is set to 0.1 , and $j$ is set to 3 in our implementation. In the following, we abbreviate $A_{3}(v)$ as $A(v)$. Since voxels with low accessibility are likely to be fragmented, we prioritize to include them when constructing a puzzle piece.

Noticeability. As we allow modifications on the input models, we prefer to delete voxels that cannot be easily noticed rather than adding extra (exterior) voxels, since our inputs are voxelized models with solid interior. A voxel completely inside the input model (internal voxel; see green-bounded voxels in the inset) can be deleted without affecting the external appearance (i.e., unnoticeable). On the contrary, deleting voxels that intersect with the original model surface (boundary voxels; see black-bounded voxels in the inset) might remove important shape features. Thus, we measure the no-
 ticeability of each voxel $v$ as:

$$
N(v)= \begin{cases}0, & \text { if } \mathrm{v} \text { is an internal voxel } \\ a(v) & \text { otherwise }\end{cases}
$$

where $a(v)$ is the volume of original model shape contained in the boundary voxel $v$ normalized by the total volume of the voxel. The inset figure visualizes the noticeability of a few voxels, where dark (light) red colors indicate high (low) noticeability.

### 5.2. Dissect a Piece

In this subsection, we dissect a puzzle piece $P_{i}(1 \leq i \leq n)$ from $R_{i-1}^{1}$ and $R_{i-1}^{2}$, with $R_{0}^{k}=\mathbf{M}^{k}(k=1,2)$ for consistency. We first find a pair of corresponding seed voxels, along with the transform $T_{i}$ that reconfigures $P_{i}$ from $\mathbf{M}^{1}$ to $\mathbf{M}^{2}$. Next, we apply a co-expanding process to grow $P_{i}$ simultaneously in the two models from each seed voxel. Lastly, we perform a co-cleaning process to let $P_{i}$ include fragmental voxels that are near $P_{i}$ in both models, to prevent the remaining volumes from being disconnected.

Co-seeding. This procedure has the following three steps:

1. Select Seed Candidates. As voxels with low compatibility (e.g., non-overlapping voxels in Figure 7) are the major challenge for 3D dissection, we prefer to construct $P_{i}$ from such voxels first, to improve compatibility of the remaining volumes $R_{i}^{k}(k=1,2)$. We also prefer to start from voxels with low accessibility to avoid fragmental voxels in the remaining volumes. Thus we evaluate the suitability of each boundary voxel $v$ of $R_{i-1}^{k}$ as a seed via:

$$
\begin{equation*}
S(v)=\frac{1}{O(v) A(v)^{\gamma_{A}}} \tag{3}
\end{equation*}
$$



Figure 9: Constructing a few pieces on a 2D example. (a) Co-seed, (b) co-expand, (c) co-clean, and (d) stabilize the first piece; (e) co-seed, (f) co-expand, (g) co-clean, and ( $h$ ) stabilize the second piece; ( $i$ ) construct the third piece. Fragmental voxels that are avoided by the co-cleaning process are highlighted in yellow in ( $b \& f$ ), and the co-blocking structures are highlighted in green in ( $d \& h$ ).
where $\gamma_{A}$ is a weighting factor for accessibility $\left(\gamma_{A}=3.0\right.$ in our experiments). We choose $L$ ( $L=15$ in our experiments) voxels with the highest $S(v)$ as candidates of our seed voxels.
2. Generate Corresponding Seeds. To generate corresponding seeds from the candidates, we need to consider their compactness (i.e., $C(v)$ ) since we want the seeds (and thus $P_{i}$ ) to be closer to the previously extracted pieces (i.e., $P_{1}, \ldots, P_{i-1}$ ) such that the remaining volumes can be compact. Moreover, we prefer a pair of seeds with similar local shapes around them to facilitate the construction of $P_{i}$. To achieve this, we first identify the local shape around each seed candidate and extract the centroids of these voxels. Next, we perform eigendecomposition on the covariance matrix of these centroids and obtain the three principal axes and the eigenvalues $\lambda_{1}, \lambda_{2}, \lambda_{3}$. For each pair of candidates $v^{1}, v^{2}$ from $\mathbf{M}^{1}, \mathbf{M}^{2}$, we evaluate

$$
\begin{equation*}
S\left(v^{1}, v^{2}\right)=\frac{C\left(v^{1}\right) C\left(v^{2}\right)}{\operatorname{dist}\left(F^{1}, F^{2}\right)} \tag{4}
\end{equation*}
$$

where $F^{k}=\left[\lambda_{1}^{k}, \lambda_{2}^{k}, \lambda_{3}^{k}\right]$. We then select $K(K=10$ in all our experiments) pairs with the highest $S\left(v^{1}, v^{2}\right)$ as the final set of corresponding seeds. For each pair, we randomly select one axial direction that $v^{k}(k=1,2)$ can be directly taken out, as the extraction direction of $P_{i}^{k}$ in $\mathbf{M}^{k}$, denoted as $d_{i}^{k}$; see Figure 9 (a\&e) for two examples.
3. Determine Piece Transform. For each pair of corresponding seeds, we obtain $T_{i}$ by computing the transform that aligns the three principal axes associated with the seeds, and snapping it to the closest axis-to-axis transform. Due to ambiguity of the principal axis directions obtained from the eigendecomposition, we may have four possible $T_{i}$.

Co-expanding. Given a pair of corresponding seed voxels $\left(v^{1}, v^{2}\right)$, their associated extraction directions $\left(d_{i}^{1}, d_{i}^{2}\right)$, and the piece transform matrix $T_{i}$, we iteratively augment each seed voxel with more voxels to increase the size of $P_{i}^{1}$ and $P_{i}^{2}$, while ensuring they have exactly the same shape.

1. Identify Candidate Voxel Pairs. We first identify all neighboring voxels of $P_{i}^{1}$, and transform them into $\mathbf{M}^{2}$ using $T_{i}$. Afterwards, we only keep the neighboring voxels in $\mathbf{M}^{1}$ that have correspond-
ing voxels in $\mathbf{M}^{2}$, and consider them as the candidate voxel pairs for co-expanding $P_{i}$.
2. Evaluate Candidate Voxel Pairs. For each pair of candidate voxels $\left(u^{1}, u^{2}\right)$, we identify all voxels above $u^{k}(k=1,2)$ along the extraction direction $d_{i}^{k}$, and denote the set of these voxels together with $u^{k}$ as $U^{k}$. Note that all voxels in $U^{k}$ will eventually be assigned to $P_{i}^{k}$ to ensure its mobility along $d_{i}^{k}$. Specifically, the furthest voxel along direction $d_{i}^{k}$ is denoted as $u^{k^{\prime}}$ (i.e., a boundary voxel of $R_{i-1}^{k}$ ). A good candidate pair should facilitate 3D dissection (e.g., lower accessibility and lower compatibility), and at the same time preserve appearance of input models. Thus we evaluate each candidate pair using:

$$
\begin{equation*}
E\left(u^{1}, u^{2}\right)=\sum_{k=1,2} \sum_{u \in U^{k}} A(u) O(u)+\omega\left(\left\|U^{2}\right\|-\left\|U^{1}\right\|\right) N\left(u^{2^{\prime}}\right), \tag{5}
\end{equation*}
$$

where the second term represents the amount of modification on the input models' appearance, and $\omega$ is a weight $(\omega=0.5$ in all our experiments). Here, we assume $U^{2}$ has a larger number of voxels than $U^{1}$, and thus we need to delete $\left\|U^{2}\right\|-\left\|U^{1}\right\|$ voxels from $P_{i}^{2}$ (including $u^{2^{\prime}}$ ) to ensure $P_{i}^{1}$ and $P_{i}^{2}$ have exactly the same shape. Moreover, since $u^{2^{\prime}}$ will be deleted while $u^{1^{\prime}}$ will be kept, only the appearance of $\mathbf{M}_{2}$ could be changed (see Figure 10(b) bottom). We penalize this by multiplying $N\left(u^{2^{\prime}}\right)$ in the second term. In particular, the second term is equal to zero if $u^{2^{\prime}}$ is not a boundary voxel of $\mathbf{M}^{2}$ since $N\left(u^{2^{\prime}}\right)=0$.


Figure 10: (a) A green piece with an upward extraction direction. ( $b \& c$ ) Two possible solutions to co-expand the piece, where $(b)$ is a worse choice since it needs to delete two voxels (i.e., $u^{2^{\prime}}$ and the one below it) in $\mathbf{M}^{\mathbf{2}}$.
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Figure 11: Stabilize a dissected piece in the two models. (a) The dissected blue piece; (b) identify blockee voxel candidates separately (in light blue); (c) identify blockee voxel pairs (in light blue); (d) select a blockee voxel ( $B_{e}$ ) pair as well as associated blocking voxels ( $B_{i}$ 's), and identify the shortest path from $B_{e}$ to the blue piece; (e) connect $B_{e}$ to the blue piece and ensure its mobility; (f) one voxel (marked with a cross) in $\mathbf{M}^{2}$ needs to be deleted to ensure compatibility of the piece; $(g)$ another better choice of the blockee voxel pair and (h) the resulting piece.
3. Iterate Co-expanding Process. We keep randomly selecting a pair of voxels from the candidates with probability inversely proportional to $E\left(u^{1}, u^{2}\right)$, and include the voxels to $P_{i}^{1}$ and $P_{i}^{2}$ respectively. We iterate the process of identifying candidates, evaluating candidates, and adding voxels to expand $P_{i}$, until the number of voxels in $P_{i}$ is around $0.6 M$, where $M$ is the desired number of voxels for each piece; see Figure 9 (b\&f).

Co-cleaning. The co-expanding process may leave the remaining volumes with fragmented voxels, which need to be included into $P_{i}$ such that the remaining volumes are still connected. In particular, all voxels above the fragmented voxels along extraction direction $d_{i}^{k}$ should also be included into $P_{i}^{k}$ to ensure its movement along $d_{i}^{k}$. In addition, for each identified voxel in one model, its corresponding voxel in the other model should also be included in $P_{i}$; compare Figure 9 (b\&c) for an example. For each fragmented voxel without a corresponding voxel in the other model, we delete it from the remaining volume; compare Figure 9 (f\&g) for an example.

The co-cleaning process may fail due to two reasons. First, too many voxels may need to be included in $P_{i}$ to resolve the fragmented voxels, resulting in a too large piece. In our experiments, $P_{i}$ with more than $1.4 M$ voxels will be discarded. Second, a number of model boundary voxels could be deleted by the co-cleaning process. We discard $P_{i}$ if the total noticeability of all the deleted voxels is larger than a threshold (set as $0.05 M$ in our experiments).

This dissection process outputs a number of (less than $K$ ) candidates of $P_{i}$ that have exactly the same shape in $\mathbf{M}^{1}$ and $\mathbf{M}^{2}$. For each candidate of $P_{i}$, we know its extraction direction in each model, as well as the transform $T_{i}$ to reconfigure it across the two models.

### 5.3. Stabilize a Piece

The dissection process simply ensures that each $P_{i}^{k}(k=1,2)$ is movable along its extraction direction $d_{i}^{k}$. However, it is possible that $P_{i}^{k}$ is movable along more than one axial directions, e.g., the blue piece in $\mathbf{M}^{1}$ in Figure 11(a) is movable along $-x$ and $-y$. It is also possible that $P_{i}^{k}$ together with some previously extracted piece(s) are movable along more than one axial directions, e.g., the red and blue pieces in $\mathbf{M}^{1}$ in Figure 11(a) are movable together along $-x,-y$, and $+y$. To stabilize $P_{i}$ (as well as groups that contain $P_{i}$ ) in both models, we modify the geometry of $P_{i}$ according to our formal model in Section 4.3, with the following steps:

Check Satisfaction of Our Formal Model. For the dissected $P_{i}^{k}$ in $\mathbf{M}^{k}$, we identify the set of axial directions $\mathbf{D}_{i}^{k}$ along which $R_{i}^{k}$ blocks $P_{i}^{k}$. If both $\mathbf{D}_{i}^{1}$ and $\mathbf{D}_{i}^{2}$ contain five directions (there are at most five directions in $\mathbf{D}_{i}^{k}$, since $P_{i}^{k}$ is movable along $d_{i}^{k}$ ), then $P_{i}^{1}$ and $P_{i}^{2}$ are already steady according to our formal model (see again Subsection 4.3), and the following steps can be skipped.

Otherwise, recall that our formal model allows a piece $P_{i}^{k}$ to be stabilized by $R_{i}^{k}$ together with a piece that has been previously extracted. Thus, we identify all the previously extracted pieces $P_{j}^{k}(1 \leq j<i)$ that are neighbours of $P_{i}^{k}$, and check for each of them whether the three requirements in the formal model are satisfied. If we can find such a piece for $P_{i}^{1}$ and $P_{i}^{2}$ respectively, then $P_{i}$ is also steady according to our formal model and we can skip the following steps.
Identify Missing Blocking Directions. If none of the neighboring pieces $P_{j}^{k}(1 \leq j<i)$ of $P_{i}^{k}$ satisfy all the requirements, we identify for each $P_{j}^{k}$ the missing directions along which $R_{i}^{k}$ should block $P_{i}^{k}$ to satisfy the requirements. We first compute the required directions $\widehat{\mathbf{D}}_{i}^{k}$ along which $R_{i}^{k}$ should block $P_{i}^{k}$ according to the three requirements of the formal model. Then the set of missing blocking directions of $P_{i}^{k}$ is $\widehat{\mathbf{D}}_{i}^{k} \backslash \mathbf{D}_{i}^{k}$. Consider the blue piece (i.e., $P_{2}^{1}$ ) in $\mathbf{M}^{1}$ in Figure 11(a) as an example. The set $\widehat{\mathbf{D}}_{2}^{1}$ is computed as follows (we remove the superscript for simplicity as all the computations are done in $\mathbf{M}^{1}$ ):

- $P_{2}$ should be immobilized by $P_{1}$ and $R_{2}$ and only movable along $d_{2}$ (i.e., $-x$ ). As $P_{1}$ blocks $P_{2}$ in $\{+x,+y\}, R_{2}$ should block $P_{1}$ in $\{+x,+y,-y\} \backslash\{+x,+y\}=\{-y\}$.
- $R_{2}$ should block $P_{2}$ from moving along $d_{1}$, if $d_{1} \neq d_{2}$. In the current example, $d_{1}=+y, d_{2}=-x$. Thus $R_{2}$ should block $P_{2}$ in $\{+y\}$.
- For each direction $d^{\prime} \in\{-x,+x,-y,+y\} \backslash\left\{d_{1}, d_{2}\right\}$ (i.e., $d^{\prime} \in$ $\{+x,-y\}$ ), if $P_{2}$ blocks $P_{1}$ from moving along $d^{\prime}$ but $R_{2}$ does not, then $R_{2}$ should block $P_{2}$ from moving along $d^{\prime}$. As $P_{2}$ blocks $P_{1}$ in $\{-x,-y\}$ while $R_{2}$ does not, $R_{2}$ should block $P_{2}$ in $\{+x,-y\} \cap$ $\{-x,-y\}=\{-y\}$.
To summarize, we have $\widehat{\mathbf{D}}_{2}^{1}=\{-y,+y\}$. As $\mathbf{D}_{2}^{1}=\{+x\}$, the missing blocking directions are $\{-y,+y\}$.

For each $P_{j}^{k}$, we compute the missing blocking directions of $P_{i}^{k}$ following the above procedure. We then choose a $P_{j}^{k}$ with the smallest number of missing blocking directions, and employ these directions to guide the following steps.

Find Blockee Voxels Separately. Given the identified missing blocking directions of $P_{i}^{k}(k=1,2)$, we next modify its geometry so that it can be blocked by $R_{i}^{k}$ along these directions. Inspired by [SFCO12], we find additional blockee and blocking voxels and restrict the movement of $P_{i}^{k}$ by assigning blockee voxel $\left(B_{e}^{k}\right)$ to $P_{i}^{k}$ and leaving blocking voxel(s) ( $B_{i}^{k}$ 's) in $R_{i}^{k}$, and vice versa; see Figure 9(d\&h) for two examples.

In detail, we do breadth-first traversal for the nearby voxels of $P_{i}^{k}$ that belong to $R_{i}^{k}$, and choose those voxels that have neighboring voxels along each of the missing blocking directions as blockee voxel candidates; see Figure 11(b) for an example. When the set of missing blocking directions of $P_{i}^{k}$ is empty, we consider all the nearby voxel of $P_{i}^{k}$ that belong to $R_{i}^{k}$ as the blockee voxel candidates.

Identify Blockee Voxel Pairs. Among all the blockee voxel candidates identified separately in $\mathbf{M}^{1}$ and $\mathbf{M}^{2}$, we consider the corresponding blockee voxel candidates across the two models as "blockee voxel pairs"; see Figure 11(c). We select $N(N=10$ in all our experiments) blockee voxel pairs as the candidates and rank them according to their distance to $P_{i}$.

Construct Co-blocking Structure. For each blockee voxel pair candidate $B_{e}^{k}(k=1,2)$, we try to connect it with $P_{i}^{k}$ using a coblocking structure while keeping the blocking voxels $B_{i}^{k}$ 's in $R_{i}^{k}$; see Figure 11(d). Specifically, we identify a set of shortest path candidates from $P_{i}^{k}$ to $B_{e}^{k}$ within $R_{i}^{k}$, without crossing the related blocking voxels and the voxels below them along $d_{i}^{k}$. Since we need to guarantee that the modified piece $P_{i}^{k}$ is still movable along $d_{i}^{k}$, not only voxels on a shortest path but also voxels above the path along $d_{i}^{k}$ should be assigned from $R_{i}^{k}$ to $P_{i}^{k}$; see Figure 11(e). For these identified voxels in one model, we need to delete some of them from the model if we cannot find a corresponding voxel in the other model; see Figure 11(f). Finally, we choose the co-blocking structure candidate that has the least total value of $E\left(u^{1}, u^{2}\right)$, and assign all voxels in the structure from $R_{i}^{k}$ to $P_{i}^{k}$ for each model; see Figure 11(h).

The output of this stabilization process is a number of (less than $K$ ) candidates of $P_{i}$ that satisfy the requirements of both 3D dissection and generalized interlocking.

### 5.4. Iterate Piece Construction

Our system iteratively constructs pieces from $P_{1}$ to $P_{n}$, where $n=m-1$, following the procedures of dissecting and stabilizing a piece as described above. When constructing a piece $P_{i}$, we maintain at most $K$ candidates. In this way, our approach keeps expanding a construction tree, where the root represents the input models (Figure 3(a)), the leaves represent different 3D dissection results (Figure 3(d)), and the other nodes represent the intermediate piece construction configurations (Figure 3(b\&c)). In case no valid candidate of $P_{i}$ can be found, a backtracking to siblings of the parent node in the tree is required. Since most chains in the tree stop before reaching a depth of $n$, our algorithm requires a manageable amount of memory.

A candidate of $P_{i}$ is considered valid if it satisfies all of the following requirements:

- The number of voxels in $P_{i}$ is within $[0.6 M, 1.4 M]$;
- The total noticeability of voxels in $D\left(P_{i}^{1}\right)$ and in $D\left(P_{i}^{2}\right)$ is lower than a threshold $\alpha$, where $D\left(P_{i}^{k}\right)$ denotes the set of deleted model boundary voxels when constructing $P_{i}^{k}$;
- The set of blocking voxels of each $P_{j}^{k}(1 \leq j \leq i-1)$ along each blocking direction should not become empty after deleting voxels in $D\left(P_{i}^{k}\right)$, to maintain the interlocking property.

We evaluate all the valid candidates using the following measure, and select the one with the smallest measure as $P_{i}$ :

$$
\begin{equation*}
F=\omega_{1} F_{1}+\omega_{2} F_{2}-\omega_{3} F_{3} \tag{6}
\end{equation*}
$$

Here $F_{1}=\sum_{k=1,2} \sum_{u \in D\left(P_{i}^{k}\right)} N(u)$ avoids excessive modification on the input models' appearance by penalizing the total noticeability of all the deleted model boundary voxels; $F_{2}$ and $F_{3}$ facilitate further dissection of the two remaining volumes $R_{i}^{1}$ and $R_{i}^{2}$ : $F_{2}=\left|\left\|R_{i}^{1}\right\|-\left\|R_{i}^{2}\right\|\right|$ penalizes the difference between the numbers of their voxels, while $F_{3}=\sum_{k=1,2} \sum_{v \in R_{i}^{k}} A(v) O(v) /\left\|R_{i}^{k}\right\|$ encourages them to be less fragmented and more compatible; the weights $\omega_{1}, \omega_{2}$ and $\omega_{3}$ are set to $1.0,0.5$ and 2.5 in all our experiments.

After constructing a valid $P_{n}$, we have two remaining pieces $R_{n}^{1}$ and $R_{n}^{2}$ that are unlikely to have exactly the same shape by default. Hence, we identify all corresponding voxels in $R_{n}^{1}$ and $R_{n}^{2}$ to form the last piece $R_{n}$, and delete the remaining voxels. We check the validity of $R_{n}$ using the same requirements as $P_{i}$, and terminate the dissection if $R_{n}$ is valid.

### 5.5. Post-process Puzzle Pieces

As the piece construction process allows deleting voxels, the constructed puzzle may have quite different appearance compared to the input models. To alleviate this issue, we post-process the pieces and add back some deleted model boundary voxels, while still satisfying the dissection and interlocking requirements. Our approach is based on the observation that deleting internal voxels or unnoticeable boundary voxels results in fewer modifications on the appearance than deleting noticeable boundary voxels (see again Section 5.1). It consists of the following steps.

Rank the Deleted Voxels. We only add back deleted voxels on the model boundary to restore the local appearance. We evaluate the priority of such a deleted voxel according to its largest distance to the generated puzzle along the six axial directions in both forms. A voxel with a larger distance indicates a deeper and/or wider hole on the puzzle surface, and is given higher priority. Candidates with the same distance are ranked according to their noticeability.

Add back the Deleted Voxels. For each ranked voxel $v_{s}^{1}$ in $\mathbf{M}_{1}$, we first identify its neighboring puzzle pieces and assign $v_{s}^{1}$ to a randomly selected neighboring piece $P_{j}^{1}$. Afterwards, the corresponding voxel $v_{s}^{2}$ on $\mathbf{M}_{2}$ is processed as follows:

- $v_{s}^{2}$ is directly added to $P_{j}^{2}$ if the voxel has been deleted (see Figure 12(b));
- If $v_{s}^{2}$ is occupied by another piece $P_{j^{\prime}}^{2}$, then we delete this voxel from $P_{j^{\prime}}^{2}$ and add it to $P_{j}^{2}$ (see Figure 12(d)). To satisfy the dissection requirement, after deleting the voxel from $P_{j^{\prime}}^{2}$, the corresponding voxel in $\mathbf{M}_{1}$ should be deleted from $P_{j^{\prime}}^{1}$ (see Figure 12(e)). If


Figure 12: $(a \& b)$ Add back deleted model boundary voxels (marked as " $D$ "), with the added voxels marked as " $A$ ". ( $c-f$ ) Perform voxel adding back twice to fix a deleted boundary voxel in $(c) .(g \& h)$ A failure case where the cyan piece becomes disconnected.
this deleted voxel is still a model boundary voxel, we need to add it back using the same strategy on $v_{s}^{1}$ (see Figure 12(f)).

Validate the Results. After adding back a voxel, we check validity of the resulting pieces (see Figure 12(h)) and the puzzle piece mobility, as well as test the interlocking property of the whole puzzle based on our formal model. If any of the above checks fails, we undo the operation. For each ranked voxel, we add back deleted voxels and validate the result iteratively until finding a valid solution or the number of iterations reaches 10 .

We iterate the above three steps and count the number of deleted model boundary voxels before and afterwards, denoted as $N_{\text {before }}$ and $N_{\text {after }}$. We terminate the process when $N_{\text {after }} / N_{\text {before }}$ is close to 1 ; i.e., when the appearance cannot be improved by post-processing. For further improvement, it is also possible to add back a deleted voxel in one model while introducing an extra voxel in the other model, as long as users do not feel the introduced voxel is distracting.

## 6. Experiment Results

Implementation. We implement our method in $\mathrm{C}++$ and run it on a laptop computer with a 2.8 GHz CPU and 16 GB memory. We allow users to specify the resolution of the input voxelized models, usually within a range between $8 \times 8 \times 8$ and $35 \times 35 \times 35$. This is because lower resolution models may result in difficult-to-recognize shapes while higher resolution models require an excessive use of computing resources. We also allow users to specify the number ( $m$ ) of pieces to be generated, usually between 10 and 30 . A larger $m$ could result in failure of interlocking since each piece has too few voxels while a smaller $m$ could lead to failure of 3D dissection since two different shapes is hardly to be represented with a too small set of common pieces. In general, two input models with larger difference in their shapes require a larger $m$. Our results are also affected by other parameters. For example, a larger noticeability threshold makes it easier to find a valid solution, yet allows larger modifications on the input models' appearance.

Results and Statistics. Our method can create 3D dissection puzzles from 3D models of various shapes and topologies (see Figures 1, 3, 13), e.g., TEAPOT and SNAIL in Figure 1 with different topologies (genus one vs zero), Angry Bird and Shuttle in Figure 13 with very different shape (spherical vs elongated), and Bunny and Cube in Figure 13 that dissects an organic model into a primitive shape. Figure 14 shows the sequence of re-assembling

Table 1: Statistics of the 3D dissection results shown in this paper.

| Fig. | Forms | Resolutions | \# Pieces | T-o-C <br> $($ min $)$ | T-o-P <br> $($ min |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | Teapot - Snail | $25 \times 13 \times 16-29 \times 11 \times 14$ | 25 | 66.2 | 38.1 |
| 3 | Kitten - Squirrel | $14 \times 20 \times 12-11 \times 20 \times 12$ | 17 | 28.5 | 11.3 |
| 13 | Angry Bird - Shuttle | $11 \times 16 \times 11-16 \times 11 \times 25$ | 15 | 120.2 | 13.4 |
|  | Bunny - Cube | $15 \times 15 \times 12-10 \times 10 \times 10$ | 19 | 10.7 | 18.2 |
|  | Pear - Banana | $15 \times 15 \times 25-35 \times 23 \times 9$ | 24 | 180.3 | 39.2 |
|  | Bowl - Coke | $18 \times 9 \times 18-8 \times 8 \times 26$ | 21 | 160.8 | 34.9 |
|  | Wolf Head - Rhino Head | $19 \times 20 \times 24-16 \times 21 \times 24$ | 25 | 83.7 | 30.5 |
|  | Mario - Treasure Chest | $19 \times 30 \times 16-20 \times 13 \times 17$ | 29 | 94.5 | 49.2 |
| 14 | Duck - Teapot | $27 \times 13 \times 17-16 \times 17 \times 19$ | 22 | 112.2 | 33.7 |
| 17 | Stool - Dinosaur | $12 \times 12 \times 12-8 \times 22 \times 17$ | 15 | 30.1 | 23.1 |
|  | Ring - Cube | $13 \times 15 \times 13-8 \times 8 \times 8$ | 14 | 19.2 | 14.3 |
|  | Sofa - Chair | $10 \times 9 \times 8-8 \times 8 \times 12$ | 16 | 7.3 | 4.8 |
|  | Barrel - Elephant | $15 \times 15 \times 17-12 \times 20 \times 15$ | 19 | 93.2 | 42.8 |

DUCK into TEAPOT. Please refer to the supplementary video for the animated results.

Table 1 presents the statistics of our results, including the resolution of input voxelized models, the number of pieces, the time of constructing the puzzle pieces (T-o-C) and the time of the postprocessing (T-o-P). In practice, the timing is affected by multiple factors. It usually takes longer time to generate results from higher resolution models (e.g., Mario - Treasure Chest in Figure 13) as well as input models with very different shapes (e.g., ANGRY BIRD - Shuttle in Figure 13).

Due to the strong constraints induced by 3D dissection and interlocking, we cannot always avoid noticeable holes in the results; see the CUBE and PEAR in Figure 13. This strategy of modifying shape appearance to find valid dissection results also has been explored in a recent work [DYYT17].

Comparison with [Zhou et al. 2012]. Our method can be easily applied to handle 2D input models. The inset figure compares our approach with [ZW12] on designing a 2D dissection puzzle SQUARE - Rectangle. Our result has a larger number of pieces (12 vs 6 ), and our pieces have more irregular shapes due to the interlocking requirement. As this is a 2D example, our approach only considers the outermost voxels as boundary voxels, and allows deleting some internal voxels, resulting in holes in the puzzle. These holes may make it difficult to assemble
 the puzzle pieces without a manual since the users cannot foresee where the holes are located in the puzzle.


Figure 13: Our generated dissection puzzles (top, middle) and the pieces (bottom). From left to right: ANGRY Bird - Shuttle, Bunny - Cube, Pear - Banana, Bowl - Coke, Wolf Head - Rhino Head, and Mario - Treasure Chest. Some undesired holes are highlighted with red circles.


Figure 14: Snapshots of reconfiguring DUCK into TEAPOT; the black arrow shows the moving direction of the associated part for (dis)assembly.


Figure 15: 3D dissection puzzles BUNNY - CUBOID designed by our approach (top) and by [ZW12] (bottom).

We further compare our approach with [ZW12] on a 3D dissection puzzle BUNNY - CUBOID in Figure 15. Our result still has a larger number of pieces ( 14 vs 8 ), and our pieces have more similar sizes. More importantly, our puzzle can be manipulated in the hand without falling apart, thanks to the interlocking property, which is not the case for the puzzle by [ZW12].

Comparison with [Song et al. 2012]. We also compare our generalized interlocking model with the recursive interlocking model
in [SFCO12]. Generally speaking, our formal model is less restrictive since it takes advantage of friction to immobilize pieces and does not require the puzzle to be interlocking for each (dis)assembly state. Although this makes the resulting puzzles less steady than those from [SFCO12], it provides more flexibility for designing interlocking assemblies.

To evaluate the flexibility of our formal model, we conduct a quantitative comparison on designing $4^{3}$ interlocking CUBES with $m(6 \leq m \leq 10)$ pieces and require all the pieces to have exactly the same number of voxels or at most one voxel difference. If a result cannot be generated within 48 hours, we consider no result can be found for this case. Figure 16 shows the results from each formal model, where recursive interlocking CUBE can at most have 8 pieces while generalized interlocking CUBE can reach 10 pieces. Moreover, for puzzles with the same $m$, our formal model can find a result within a much shorter time.

Fabrication. We 3D print some of our dissection results, as shown in Figures 1, 3, 15, 17. Among them, Bunny-Cuboid, Ring-Cube and SoFA-CHAIR are printed using an Ultimaker $2+$ FDM printer with PLA plastic material, while all the others are printed using a Stratasys SLA printer. In practice, we select a small tolerance for 3D printing the puzzle pieces, to ensure sufficient friction for
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Figure 16: Designing $4^{3}$ interlocking CUBEs with different $m$ using our generalized interlocking model and recursive interlocking model [SFCO12]. The corresponding computation time for each result is shown at the lower right corner.


Figure 17: 3D-printed puzzle pieces and the two assembled forms: (a) STOOL - DINOSAUR, (b) RING - CUBE, (c) SofA - CHAIR, (d) Barrel - Elephant.
immobilizing the pieces. It typically took 10 to 30 mins for a novice user to assemble the puzzle with the guidance of a manual, for which the actual assembly time depends on the number of component pieces as well as their shapes.

To evaluate steadiness of our puzzles subject to external forces, we conducted two experiments. In the first one, we shake the assembled puzzles and find the puzzles remain steady upon shaking. The second experiment is to drop the puzzles from a height of 80 cm . To avoid breaking the puzzle pieces, we drop the puzzle onto a blanket rather than a hard ground. We find that our puzzles remain well connected after the dropping test, validating the effectiveness of our formal model. Please refer to the supplementary video for more details.

## 7. Conclusion

This paper presents a computational method for designing steady 3D dissection puzzles. For this purpose, we develop a novel approach to dissect two voxelized models into a common set of puzzle pieces while allowing small modifications on the input models' appearance. We also propose a generalized interlocking formal model for connecting puzzle pieces with the help of friction. Guided by this formal model, our approach can automatically modify each puzzle piece such that the resulting puzzle is steady. We demonstrate the
effectiveness of our approach on 3D models of various shapes and topologies, show advantages of our approach and formal model over existing works, and validate the steadiness of our designed dissection puzzles on a few 3D printed examples.

Limitations and Future Work. First, our approach takes voxelized models as inputs, and the results may be less appealing (or even unrecognizable) for low-resolution models. In the future, we may extend our approach to handle 3D models with smooth appearance [Fre97,Fre02]. Second, our approach needs to modify the input model appearance and/or its interior volume to find valid dissection results. Minimizing such modification, especially on salient shape features, would be an interesting problem to explore. Third, we require the number of puzzle pieces to be within a certain range. Finding the minimum number of pieces for 2D/3D dissection remains a challenging open problem [LF72, Fre17]. Fourth, our current approach only handles two input models. Extending it to support three or more input models [Fre09] would be an interesting future work. Fifth, we plan to conduct a formal stability analysis [YKGA17] on our resulting puzzles, and employ our interlocking model for constructing larger-scale steady assemblies such as furniture or timber structures. Lastly, we consider making 3D puzzles steady by using some alternative approaches (e.g., form-fitting boxes or magnets [Fre97]) as an exciting research topic.
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